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			Abstract

			Although research has been conducted to investigate a forensically sound acquisition of evidence from cloud systems, it has not, up to this point, reached a defined standard that can be referenced and agreed upon by digital forensic practitioners today. This paper explores that gap in available forensic procedures by studying the forensic acquisition of evidence from an Infrastructure as a Service (IaaS) cloud environment. IaaS cloud service are rapidly replacing standard IT services traditionally hosted in datacenters that provide physical access to servers and data storage. This paper reviews the general concepts of IaaS hosting and then reviews the published research with options to address the lack of established digital forensic options for acquisition. The paper then proposes a simplified methodology capable of capturing forensic data from an IaaS cloud. Cloud based services are rapidly replacing the traditional Information Technology services built on physical servers. The change is impacting both the platforms that services are hosted on as well as the makeup of organizations that are providing these services. 

			Many small organizations can now quickly move from their initial concept of a service to sell into the rollout of a large and complex technology stack in a matter of days. This is impacting both the technology used where physical servers are no longer purchased for building a technical infrastructure as well as the makeup of the personnel supporting this infrastructure where a team of one or two people can now replace what traditionally required a larger IT team. These small organizations supporting Internet based services often are unprepared for performing large scale incident response or digital forensics across the infrastructure they have built and segmented. Traditional methods of digital forensics that required physical access to devices are no longer possible with the cloud-based technology model. However, with a number of changes in methodology, it is possible to leverage the benefits of cloud-based infrastructure to rapidly perform a broad based forensic acquisition. In order to accomplish this, some of the more traditional foundations of digital forensics require evolution to work within the bounds of this new technology.

		

		
			Cloud Background and Needed Forensic Solution

			Cloud business services often have three, and sometimes four, basic types from the perspective of the customer. Starting from the most basic is Infrastructure as a Service (IaaS) where basic services, such as virtual servers, are provided to the customer. Next is Platform as a Service (PaaS) where a customer-built application, such as a web app, will be hosted by the cloud platform provider. Last is Software as a Service (SaaS) where a business software, such as a sales platform, is provided to the customer as a hosted service. When a complete business process is delivered from a cloud service, it is called Business Process as a Service (BPaaS) [1]. BPaaS is an extension of SaaS that includes the servicing of a business process from a software platform along with personnel to support the service. An example of BPaaS may include the outsourcing of a Human Resources business process. A breakdown of the market scale of each of these types of services can be seen in Table 1.

			Infrastructure as a Service (IaaS) Cloud Services

			The focus of this paper will be on Infrastructure as a Service (IaaS) platforms for a number of reasons. As seen in Table1, 

IaaS consists of a large portion of the cloud services market, although not the largest, it is the fastest growing sector of the cloud services market. Accordingly, by way of Gartner news source, “The worldwide infrastructure as a service (IaaS) public cloud market grew 31 percent in 2016” [2]. IaaS is the portion of the cloud market that is largely replacing the traditional IT infrastructure. That traditional IT infrastructure would have been the focus of previous digital forensic investigations and civil litigation discovery and would have required a digital forensic expert to present evidence obtained during those examinations in court. Due to the variation and complexity of the many IaaS based services that can be built by a cloud customer, it is not likely that evidence derived from these infrastructures could be interpreted effectively in a court of law apart from the testimony of an expert witness. The expert opinion of a digital forensic analyst would be necessary to understand and communicate to the court evidence obtained from these environments. In this way, IaaS is different from SaaS, PaaS, and BPaaS which will have a common structure across all customers as well as standardized processes. 

			Table 1: Worldwide Public Cloud Service Revenue Forecast.

			
				
					
					
				
				
					
							
							Cloud Service Type

						
							
							Forecast 2017 (Billions USD)

						
					

					
							
							Cloud System Infrastructure Services (IaaS)

						
							
							30

						
					

					
							
							Cloud Application Services (SaaS)

						
							
							60.2

						
					

					
							
							Cloud Business Process Services (BPaaS)

						
							
							42.6

						
					

					
							
							Cloud Application Infrastructure Services (PaaS)

						
							
							11.9

						
					

					
							
							Cloud Management and Security Services

						
							
							8.7

						
					

				
			

			For those services (SaaS, PaaS, and BPaaS), standard business records such as log files created as part of an accurate and reliable process may make it possible for an expert on the business process being investigated, such as a cloud service administrator, to present this evidence in court as an expert based on rule 702 of the Federal Rules of Evidence. This is less likely for IaaS which operates at a lower level and would require a digital forensic expert to forensically acquire, understand, and interpret the evidence for the court. In addition to focusing on IaaS cloud services over other types of cloud services, the authors focus on one particular brand of IaaS over all others, namely the IaaS cloud service from Amazon, Amazon Web Services (AWS). Due is due primarily to its market share far ahead of other cloud providers and its position in leading the market in defining new cloud services. Where specific technical solutions are described or defined, these will be based on AWS for the sake of clarity. Although common management practices for IaaS are used, these can be modified to cover other IaaS services such as Microsoft Azure and others in the future. The reason for focusing on Amazon AWS can be seen in Table 2. below which highlights the market dominance of AWS in this space. AWS has by far the most mature and complete platform for providing IaaS services.

			Table 2: IaaS Public Cloud Services Market Share.

			
				
					
					
				
				
					
							
							IaaS Cloud Service Company

						
							
							Market Share Percent 2016

						
					

					
							
							Amazon AWS

						
							
							44.2

						
					

					
							
							Microsoft Azure

						
							
							7.1

						
					

					
							
							Alibaba

						
							
							3

						
					

					
							
							Google

						
							
							2.3

						
					

					
							
							Rackspace

						
							
							2.2

						
					

					
							
							Others

						
							
							41.2

						
					

				
			

			Review of Previous Research

			The need for new digital forensic investigation capabilities to support cloud infrastructures is driven by the steady growth and usage of cloud IaaS replacing traditional corporate IT infrastructures. This migration to cloud services is a long-standing trend and is highlighted in McKinsey Research reports from 2010 describing how the Cloud is used to tackle complex challenges and control costs [3]. Today, this change is happening for organizations of all sizes whether they are smaller and leverage cloud services to grow quickly or if they are indeed larger and move toward cloud infrastructure for financial reasons. Although cloud services provide the ability to rapidly implement new systems, they remove the capability to directly access the physical hardware which was previously deemed a basic requirement for performing a digital forensic investigation. In dealing with this new reality, many researchers have been exploring the impact of this change.

			Literature Review

			Alenezi et al. [4]. call out the need for digital forensic readiness in organizations due to the increased number of security breaches of cloud environments, describing cloud environments as an attractive battleground for cybercrime and the need for digital forensic toolkits to access forensic-relevant data. Towards the objective of providing a measurement capability for cloud forensics readiness, they have proposed three categories of factors including Organizational, Technical, and Legal factors that will provide a measurement of the readiness of organizations to execute on a cloud forensic capability. As researchers investigate the new facets of cloud forensics, the categorization system provided by [4]. show how these fit in as building blocks of the whole comprehensive capability of cloud based digital forensics. At this stage, the limited guidance provided by NIST has not brought the understanding of how to execute cloud based digital forensics significantly forward [5]. The NIST draft report addressed cloud forensics by identifying a long list of existing challenges to digital forensics in the Cloud but has not to this point published a comprehensive and specific standard on how to approach digital forensics in the Cloud. This leaves digital forensic practitioners with limited guidance on how to proceed with their current cases that require a cloud-based digital forensic investigation.

			Cloud Forensic Methodologies

			With the lack of physical access to cloud systems, many researchers have performed extensive research aiming to resolve this issue with a new or modified methodology that solves this problem in a novel way. These attempts at proposing a new methodology generally fall into one of two groups. The first group focuses on the Cloud Service Provider as the means to resolving the physical access problem. As the Cloud Service Provider does have physical access to the cloud environment, they propose new requirements and expectations on the cloud service provider to fill the physical access gap with new tools. Examples of these methodologies include [6]. who propose a system for tracking the provenance of individual files. Their system is less applicable to IaaS and more aligned with other cloud services such as cloud file storage. It does, however, propose novel ways of meeting forensic requirements. Their model would implement a service that tracks file provenance though file hashing but is heavily dependent on the Cloud Service Provider for implementation and is also at odds with the cost management focus of cloud systems. [7]. also attempt to solve the physical access problem by placing new requirements on the Cloud Service Provider. 

			They propose a set of changes to the operation of cloud services including two-factor authentication that fosters an environment prepared in advance for a digital forensic investigation. Other researchers have looked at the cloud environment in its current state and rather than proposing changes to how the environment operates, they have investigated options to work within the current restrictions of the cloud environment and still provide an effective digital forensic capability. The authors believe the guidance provided by these researchers is significantly more valuable to the digital forensic investigators of today who need current solutions for existing cases. Such persons, for example, are [8]. who add valuable insight into the process of performing forensics on cloud systems by adding a stage where an understanding of Background Technology is required. In their methodology, it is important for the digital forensic investigator to master a full understanding of the cloud environment and its background [8]. 

			They identify that most cloud environments are purpose-built to operate with specific functionalities. Through their methodology, the digital forensic investigator must possess an understanding of the Client Side, Server Side, and Developer Side. These steps are clearly necessary as cloud environments are often built to run a defined function and are not generic systems such as laptops for which specific forensic artifacts are commonly understood. Due to cloud system’s purpose built design, they do not lend themselves easily to a simple forensic process using a repeatable methodology. In cloud forensic investigations, it is much more common to have a customized environment where the digital forensic investigator will need to engage a subject matter expert on that particular environment. Other researchers have looked specifically at the digital forensic models that are in place. 

			This includes [9]. who referenced the models of [10]. and NIST [11]. identifying where these digital forensic models need to evolve in order to meet the needs of cloud based digital forensics. They propose a four-stage model including Evidence Source Identification and Preservation; Collection; Examination and Analysis; and Reporting & Presentation. The model focuses heavily on Law Enforcement Agency (LEA) access to evidence with a significant reliance on the Cloud Service Provider’s retention of evidence through a preservation notice. This significantly limits the applicability and value of this model when attempting to apply it to other types of cases and cause the digital forensic investigator to be dependent on the cloud service provider.

			Cloud Forensic Tools, Techniques, and Procedures

			The digital forensic investigator will need to be armed with new tools, techniques, and procedures in order to perform an effective investigation of various cloud environments. A number of researchers have made progress identifying and defining the new set of challenges [12]. identify cloud infrastructure as a platform commonly used by cyber criminals to support the exploitation of their victims but also find that it would be difficult, if not impossible, to perform an investigation and discovery in the cloud environment without relying on Cloud Service Providers (CSPs). Therefore, dependence on the cloud service providers (CSPs) is ranked by them as the greatest challenge when investigators need to acquire evidence from cloud systems in a timely yet forensically sound manner. They also identify the lack of persistent storage in cloud services as a critical impediment to investigations which applies to both memory and virtual disks which can be lost irretrievably when a cloud system is powered down. 

			The solution they propose involves the use of agents to regularly collect forensic data including system and memory images that provide a comprehensive storage of digital forensic data [13]. propose a similar model of a prepared collection, acquisition, and preservation infrastructure but implemented as a service from the cloud service provider. Accordingly [14]. propose an agent-based solution that is intended to remove dependency on the Cloud Service Provider [15]. suggest that cloud forensics is best implemented as a set of services built into a forensic enabled cloud and succinctly focused on the capture and retention of log data as the critical factor toward achieving this. A number of researchers have proposed Virtual Machine Introspection as a forensic tool. These include [16] as well as [17] and [18]. Virtual Machine Introspection (VMI) is a technique for externally monitoring the runtime state of a system-level virtual machine [19].

			While this would be a valuable tool for monitoring systems for purposes such as the detection of viruses, Federici (2013) identifies VMI as a risk to digital forensics of cloud systems in that the separate channel it would provide to access the memory of a cloud system would indeed significantly reduce the control the system administrator has over the cloud system and invalidate the digital evidence that can come from it. The authors agree with [20]. on this point and would instead highlight the point that, since the cloud service provider does not have access to read and modify the internal state of a cloud instance, the customer who controls that particular cloud instance can be certain of their ability to acquire the exact state of that system when necessary for digital forensic purposes [21]. highlight the criticality of capturing log data for cloud infrastructure and the value it can provide when investigating cyber threats. 

			 They define a system based on Commercial off the Shelf (CotS) logging tools and show the value of data analysis when performing a cloud investigation [22]. explore the state of research into log-based forensics with particular applications to cloud forensics in more detail and stress the need for implementation of this service early as the cloud environment is being built. They also highlight the challenges that would be posed if this data were unavailable [23]. expand on cloud based forensic logging by proposing a modular and comprehensive logging capability built into the management layer of the cloud. This would require it to be built and integrated by the Cloud Service Provider [24]. highlight the importance of isolating a cloud instance that is under investigation and describe a system for locating and isolating a cloud instance through cloud services.

			Advances from Cloud Incident Response Research

			Cloud Incident Response is an active area of research with a significantly larger number of researchers actively investigating ways to advance capabilities. As this research is highly applicable to the area of cloud forensics, it is valuable to highlight forensic capabilities built into cloud platforms by the Cloud Service Providers, as well as new tools and methods to apply to digital forensics [25]. outlines the basic structure for cloud forensics using tools built into cloud platforms to capture a volume snapshot from a compromised system, capturing valuable metadata from the cloud platform, and performing analysis on the cloud server using a cloud based forensic workstation [26]. expanded on this covering a more comprehensive and capable cloud forensic process by adding a process for isolating the cloud server and applying tagging to track evidence [27]. made available a set of tools presented at the annual Black Hat security conference allowing an investigator to automate many of the processes and procedures outlined by the earlier researchers as well as providing an advanced toolset for acquiring system memory from cloud servers [28].

			Proposed IaaS Forensic Process Model

			The authors address the complexities involved with performing digital forensics in a cloud environment with a focus on organizations that make use of large Infrastructure as a Service (IaaS) implementations of cloud-based services. The methodology assumes and requires the digital forensic investigator to have full access rights to the Cloud Services (CS) where the digital evidence resides and perform digital forensic collection by accessing those services [29-32]. Because of this requirement, the methodology is meant to primarily address situations involving incident response or civil litigation where full access rights to the Cloud Services are assumed and no direct physical access to the infrastructure is required. The many questions regarding the authority to seize and search cloud-based evidence are not within the scope of this paper and we will not address complex legal questions, such as cross-border issues, that can complicate digital forensics on cloud-based systems. In criminal investigations, it may be possible, however, to use a different methodology by addressing the Cloud Service Provider (CSP) through writ or summons and, in that way, collect digital forensic evidence of the CSP customer.

			 When those legal issues have been addressed through the courts in some way (granting legal access to the evidence) then the methodology outlined here may also be applicable toward digital forensic evidence collection from a cloud environment [33]. The methodology offered here addresses the acquisition of evidence in a cloud system based on the access rights of the Cloud Customer. The Cloud Customer will build and manage their cloud infrastructure through access to the Cloud Services with no direct physical control of the system where the evidence resides. As the methodology is only dependent on these Cloud Services, it will be labeled by the authors as the Cloud Services Based Methodology (CSBM) for digital forensic evidence acquisition and collection. The alternative would be to address the Cloud Service Provider (CSP) through writ or summons and collect digital forensic evidence of the Cloud Customer through the CSP. The authors suggest that the Cloud Services Based Methodology reasoning is to be preferred over the Cloud Service Provider Based Methodology as there is no dependency on the Cloud Service Provider to acquire and make available the evidence from the cloud servers [34].

			Making Cloud-Based Acquisition Feasible for IaaS

			The forensic methodology presented here is based on the usage of the AWS Command Line Interface (AWS CLI). The AWS CLI provides command-based access to all of the functions of the AWS Application Programming Interface. This is extremely beneficial to the forensic process. First, it provides a well-documented interface to the AWS infrastructure. Second, it is easily documented by the digital forensic investigator. The examples that follow will make use of this command interface. Third, the AWS infrastructure also provides extensive logging to any changes made to the infrastructure as well as activity-based logging for running services. 
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			In many cases, however, this logging needs to be enabled or the appropriate level of logging detail configured in advance for this evidence to be available to a digital forensic investigator [35-39]. As these settings are likely to be different in all cloud customer environments, it is beneficial for a set of logging best practices to be promulgated specifically supporting digital forensic investigations of cloud environments. Tagging is used throughout the management of cloud services to apply useful tracking information to data or configuration items. Tags should be used extensively by digital forensic investigators of cloud systems to track and identify the virtual pieces of evidence in a cloud environment. Tags can be applied using any Key Value pair such as is the case in the following example of tagging a case number to an AWS instance (Figure 1). Cloud tools can then be used to take action on certain pieces of cloud-based evidence based on the tags applied to them.

			System Metadata 

			A benefit of performing forensic investigations on cloud systems is that substantial amounts of logging and metadata are available to support the investigator. A critical command that will be useful in all investigations is the describe-instances command [40]. This will be used to capture base information on all instances in an AWS account used throughout the acquisition and investigation. This includes 1) the OS type and version necessary for the acquisition of memory from the running cloud instance; 2) the instance ID necessary to identify the instance for network isolation and capturing the attached volumes; and, 3) many other data points such as the system IP. This data is one of the first items that will need to be captured when performing a cloud forensic investigation. In yet another example we would describe all instances in the ‘us-east-1’ availability zone along with a sample of the potential output (Figure 2). The second command that will likely be used to capture information from a target system is the get-console-output command to capture the most recent data from the server console (Figure 3). The data returned from the get-console-output command is comparable to taking a picture of the console monitor of a running physical server [41]. An example of the data acquired is shown below in Figure 4. which includes the latest console messages from the system. 

			[image: ]

			System volatile data collection

			Capturing volatile system data over SSH will not vary in any way from the collection of a physical server. Data collection scripts and procedures used in other incident response scenarios can be used here. Key data to collect include open network connections, list of open files, and data on running processes. Although much of this data can be acquired from memory analysis, there are cases where imaging memory from a system may cause it to crash [42-45]. Isolating the network of the system may also cause network connections to drop and there may also be instances where a packet capture is warranted on a compromised system prior to isolating it from the network. In these cases, it is valuable to access the system using a root level key and collect this data prior to network isolation and memory acquisition. When to do this is situationally specific. However, it is best done with a tested collection script and using validated system binaries when possible [46]. 
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			System isolation 

			[image: ]

			[image: ]

			Once the investigation’s target systems have been identified, the next immediate step is to isolate the instances from all unnecessary network communication. Cloud services provide an effective means to accomplish this through the use of Security Groups. In this step, the cloud instance will be isolated from all network traffic with the exception of SSH (tcp port 22) which will be allowed to log into the instance from a forensic acquisition system and extract a copy of the system memory [47]. No other network traffic would be allowed. The following command line will create a network isolation security group named ‘isolation-sg’ with a description of ‘Forensic Isolation Security Group’ and an example VPC ID of ‘vpc-1a2b3c4d’ although the real VPC ID will vary in each case (Figure 5). This creates the shell of the security group which will be later configured and applied to the instance. The command returns a GroupId which is assigned to the security group that was previously created. The GroupId created in the above example is used to configure and apply the security group to the instances which are our target for forensic acquisition (Figure 6). If the Group ID was not captured when it was returned by the create-security-group command, then it can be retrieved using the describe-security-groups command as shown below which affirms the configuration of the security group [48].

			With the security group created, a network policy must now be added to allow SSH ingress from the forensic acquisition system. This is applied by referencing the Group Id of the security group. The example below assumes that the IP address of our forensic acquisition system is ’10.1.2.3’ (Figure 7). The isolation security group that has been created must now be applied to the instance that is being acquired. The following command would apply this security group to a specific instance based on the Instance ID (Figure 8). This command will supersede any previous security group configuration and, in effect, remove any previous network traffic that was allowed and only allow the network traffic that is allowed in the defined security group. At this point, the target instance is effectively network-isolated. It is now possible to SSH to the instance from a forensic acquisition system over the network for the purpose of acquiring volatile data and memory from the target system [49].
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			System Memory Acquisition

			Recent advancements have made the acquisition of system memory from cloud instances significantly more accessible. This allows memory acquisition to be added to any cloud digital forensic process in a reliable and very straightforward way. Although there are commercial tools available for the acquisition of Windows memory from a running system, until recently, it has been difficult to acquire memory across the range of different Linux distributions running in AWS [50]. Linux memory acquisition was a critical stumbling block in cloud forensics as the great majority of cloud instances are running Linux. According to a recent comparison, Linux systems comprise 92% of AWS instances while Windows makes up the remaining 8%. The solution for cloud Linux memory acquisition stems from two open source projects. The LiME project, short for Linux Memory Extractor, is a toolset for building a Loadable Kernel Module that can reliably create a forensically sound memory dump with hashing. 

			[image: ]

			As the loadable kernel module is a system specific driver loaded onto a running system, it is necessary to have a complied kernel module for each kernel and system architecture. The need for a broad library of separate kernel modules has been addressed by Threat Response through the library of LiME kernel modules made available with their open source project Margarita Shotgun. Margarita Shotgun is a tool specifically built to enable memory acquisition from cloud instances and places said recovered memory image into an S3 bucket for storage and later analysis. An example of the Margarita Shotgun command line is shown below Figure 9. This shows the process for acquiring memory from a single instance, although the same process can be used to acquire memory from many cloud instances at once [51]. The necessary components are 1) the IP address of the instance to connect to; 2) a root level access key; 3) the lime kernel memory module to use from the library; and, 4) the S3 bucket where the memory image is stored.

			System Storage Acquisition 
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			Cloud management tools make the acquisition of storage volumes quick and easy as cloud services are focused on specific tools to manage this resource. The first step is to identify the volumes in use particularly those attached to the instances that are being investigated. To collect metadata on volumes, the describe-volumes command is used to capture all necessary information along with valuable metadata including creation and attach times (Figure 10). When the target volume is identified, capturing the state of the volume is a straightforward task using the create-snapshot command (Figure 11). The volume ID is used to specify the volume to snapshot and appending the informational description text, such as analyst, case number, and evidence number, can be added using the description field [52]. Reconstituting the volume from the snapshot is also a simple task using the create-volume command by specifying the snapshot ID (Figure 12). This will create a new volume with a new volume ID which can then be attached to your cloud based forensic workstation.

			Capturing Process and Function

			For the forensic analyst to effectively analyze the cloud environment, it is necessary to capture additional background information on the design and function of the systems involved. This investigation should include System Developer Interviews to capture the detailed function of the systems and processes being investigated. Along with the interviews, it is necessary to gather available system design documentation to support the analysis and presentation phases of the investigation. In addition, automated build processes are often used when creating cloud instances and deploying new code to these systems [53]. These automated build processes will potentially provide a detailed timeline of the planned changes to the system and software on the instance being investigated and provide a valuable source for supporting information.

			Forensic Analysis

			We do not focus on the forensic analysis process here. Once the acquisition of cloud evidence has been completed, the forensic analysis process can progress in much the same way as it would for physical systems. However, some benefits of cloud forensic analysis should be highlighted here. The first point is the ease with which snapshots of volumes can be recreated and attached to a forensic workstation running in the Cloud. This allows volumes to be immediately analyzed if the investigation is still at a triage stage or to create and image files on the volume to be removed from the cloud environment. The investigation of cloud-based systems also allows the digital forensic investigator to create an exact clone of the entire system environment being investigated [54]. This goes beyond creating a virtual machine from a single system as the complete environment can be recreated from the cloud configuration and data storage allowing the systems being investigated, along with their supporting servers, to be launched into a segregated environment [55]. Particularly in cases of system compromise where malware may remain on the compromised systems, this may be a valuable tool for investigators [56].

			Limitations

			Indeed, our methodology lacks the ability to capture detailed historical forensic data as described in the previous research of some researchers. However, the target of the methodology here is on developing a practical and pragmatic solution for forensic acquisition of cloud systems to be executed in any environment. The one particular weakness of this methodology is that the value of the forensic data available is highly dependent on the acquisition and retention of logs from the cloud environment. As this must be configured in advance of an investigation, it is largely out of the direct control of the forensic investigator.

			Conclusion

			Presented here is a methodology for digital forensic acquisition of an AWS cloud environment based on the best tools and services available today. It provides direction and guidance to digital forensic investigators who have cases involving AWS cloud environments. Based on the tools and processes available, we suggest it is possible to execute a forensic acquisition in an AWS cloud environment comparable to a physical acquisition of servers from a datacenter.
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