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Introduction

Let $y_1, \ldots, y_n$ be $n$ identical and independently distributed random variables from a natural exponential family model with a $k$-dimensional canonical parameter $\Psi$ and $k < n$. Then the joint density is

$$f(y; \phi) = \exp \{ \phi^T u - K(\phi) \} h(y) \quad (1)$$

And the corresponding log-likelihood function is

$$\ell(\phi) = \ell(y; \phi) = \phi^T u - K(\phi) \quad (2)$$

Where $y = (y_1, \ldots, y_n)^T$ and $u = (u(v_1), \ldots, u(v_n))^T$ is a sufficient statistic. Denote $u^s = a(y^s)$ and $s = u - u^0$ where $y^s$ is an observed data point. Then (2) can be rewritten as

$$\ell(y; \phi) = \ell(y; s = 0) = \ell(y; u = u^s).$$

In many applications, the parameter of interest is only a subset of the original parameters. Therefore, let $\phi = (\phi^*, \lambda)^T$ where $\phi^*$ is a $d$-dimensional parameter of interest and $\lambda$ is a $(k-d)$-dimensional nuisance parameter. Then the log-likelihood function in (3) can be rewritten as

$$\ell(y; \phi) = \ell(y; s) = \psi^T s + \lambda^T S_2 + \ell^0(\psi, \lambda). \quad (4)$$

It is well-known that the conditional density of $s^i$, given $s = s^i$, is also a natural exponential family model and it has the form

$$f(s^i | s = s^i; \psi) = \exp \{ \psi^T s^i - K(\psi) \} h_i(s, s^i) \quad (5)$$

Which depends only on the parameter of interest $\Psi$. Hence, according to Lehmann & Romano [1], inference concerning $\Psi$ will be based on the exact expression of (5). However, in general, both $K(\psi)$ and $h_i(s, s^i)$ are rarely explicitly available. Thus asymptotic methods are employed to obtain inference concerning $\Psi$.

Two commonly used asymptotic methods are based on the asymptotic distributions of the maximum likelihood estimator and the log-likelihood ratio statistic. Let $\hat{\phi} = (\hat{\phi}^*, \hat{\lambda})$ be the overall maximum likelihood estimate, which is obtained by solving

$$\frac{\partial \ell(\phi; s)}{\partial \phi} = 0$$

Or, equivalently, by solving the score equation from (3)

$$s - \lambda \varphi(\phi; s) - \varphi'(\phi; s) \frac{\partial \ell(\phi; s)}{\partial \phi} = 0.$$ 

Then, with the regularity conditions stated in DiCiccio et al. [2], $\hat{\phi}$ is asymptotically distributed as a $k$-dimensional normal distribution with mean $\phi$ and variance-covariance matrix $\varphi(\phi)$ where $\varphi(\phi)$ can be approximated by either the inverse of the Fisher’s expected information matrix $\left[ \phi^{-1} \partial^2 \ell(y; \phi) / \partial \phi \partial \phi^T \right]$, or the inverse of the observed information matrix

$$\left[ \partial \ell^0(y; \phi) / \partial \phi \partial \phi^T \right]^{-1}.$$ 

Since $\psi = (1, 0)^T$ where 1 is a $(1 \times d)$ vector of 1 and $(1 \times (k - d))$...
vector of 0, we have \( \hat{\psi} \) is asymptotically distributed as a d-dimensional normal distribution with mean \( \psi \) and variance covariance matrix \( \text{var}(\hat{\psi})=\{1,0\} \text{var}(\psi)\{1,0\} \); or equivalently \( \text{var}(\hat{\psi}+\hat{\phi})=\text{var}(\psi+\phi) \) is a asymptotically distributed as a chi-square distribution with d degrees of freedom, \( \chi^2_d \). Hence, the for testing

\[
H_\psi: \psi \equiv 0 \quad \text{vs} \quad H_\phi: \psi \neq 0 \quad (6)
\]

Is approximately \( P(\chi^2_d > q(\psi_0)) \). Alternatively, let \( \psi_0 \sim \{1,0\} \psi \) be the constrained maximum likelihood estimate which can be obtained by solving

\[
\frac{\partial \ell(\hat{\psi}, s)}{\partial \psi} = 0
\]

For each \( \psi \). Then, again with the regularity conditions stated in DiCiccio et al. [2], the log-likelihood ratio statistic

\[
w(\psi) = 2 \left[ \ell(\hat{\psi}, s) - \ell(\hat{\psi}, \hat{s}) \right]
\]

Is also asymptotically distributed as \( \chi^2_d \). The corresponding p-value is approximately \( P(\chi^2_d > w(\psi_0)) \).

The above two asymptotic methods are known to be not very accurate especially when the sample size is small [3]. In recent years, various higher-order asymptotic methods have been proposed to obtain more accurate results. In particular, the saddlepoint method discussed in Daniels [4] and some of the associated methods, have generated lots of discussions in statistics literature. Nevertheless, most of the researches in these higher-order asymptotic methods, such as the Lugannani and Rice formula, Lugannani & Rice [5], and the r-formula, Barndor-Nielsen [6,7], can only be applied to obtain inference for a scalar parameter of interest [8]. For a vector parameter of interest, only limited literature exists. For example, Skovgaard [9] derived a test statistic that was similar to the r-formula for a vector parameter of interest, and based on the idea from Fraser and Massam [10], Davison et al. [11] derived a directional test when the model is a linear exponential family model.

Note that the method by Skovgaard [9] attempts to correct the likelihood ratio statistic everywhere in the parameter space and, in general, is a relatively complicated method except for some special cases as those discussed in Skovgaard [9]. The proposed directional method, on the other hand, is designed to capture the alternative hypothesis suggested by the observed data. In Section 2, the directional test by Davison et al. [11] is discussed. It is then applied to testing homogeneity of the scale-like parameters of the inverse Gaussian distribution in Section 3. Numerical results are reported in Section 4 to demonstrate the accuracy of the proposed method. Some concluding remarks are recorded in Section 5 [12].

Main result

Fraser & Massam [13] derived a directional test as an alternate way for testing a vector parameter of interest. In the context of marginal inference for regression parameters in non-normal linear models, this test avoids the computation for the high-dimensional marginal density by replacing them with a one-dimensional conditional density. In this section, we applied the methodology to the natural exponential family model with a subset of the canonical parameter being the parameter of interest.

For a natural exponential family model with canonical parameter \( \varphi = \{\psi, \phi\} \), as discussed in Section 1, inference concerning will be based on the conditional density given in (5), which, in general, will not be explicitly available. Skovgaard [14] proposed a double saddlepoint method to approximate (5). On the other hand, Fraser et al. [12] proposed a sequential saddlepoint method to approximate the conditional likelihood function for and, hence, by normalizing the conditional likelihood function, we have

\[
f(s; \psi) = \exp\left(\phi(s) - \ell(\hat{\psi}, s)\right) \left| \frac{\text{var}(\hat{\psi}, s)}{\text{var}(\hat{\psi})} \right|^2 \quad s \in \mathbb{R} \quad (7)
\]

where \( c \) is the normalizing constant, \( \psi \) is a d-dimensional plane defined by \( s_0 = 0, \hat{\phi} \) is the overall maximum likelihood estimate of \( \psi \) and \( \text{var}(\hat{\psi}, s) \) is the determinant of the observed information matrix evaluated at the overall maximum likelihood estimate. Note that (7) is an approximation of (5) with the conditioning being implicitly accomodated by taking a "slice" through the full density. In other words, we are taking the full density but constraining \( s \) to lie \( S \) when \( \varphi = \phi_0 \). be \( L^t \). Note that

\[
s_\psi = -c_0 \psi_0 \varphi_0 \quad (8)
\]

It is clear that \( L^t \) is in \( \mathbb{R} \) and \( s_\psi \) depends on the observed data \( y^0 \). This line, \( L^t \) be parameterized by

\[
s(t) = s_\psi + t(s - s_\psi) = (1-t)s_\psi \quad t \in \mathbb{R}
\]

And, thus, \( \hat{\phi} \) in (7) varies with \( s(t) \). As \( t \) increases, it traces a curve in the parameter space that passes through \( \phi_0 \). In particular, when \( t = 0 \), it passes through \( \phi_0 \); and when \( t = 1 \), it passes through \( \hat{\phi} \). Hence, by explicitly indicating that \( \hat{\psi} \) varies with \( s(t) \), the saddlepoint approximation of (7) constrained to \( L^t \) can be written as

\[
f(s; \psi) = \frac{1}{c_0} \exp\left(\left[\hat{\phi}(s(t)); s(t)\right] - \left[\phi(s(t)); s(t)\right]\right) \left| \frac{\text{var}(\hat{\phi}(s(t))); s(t)}{\text{var}(\hat{\phi}; s)} \right|^2 \quad t \in \mathbb{R} \quad (9)
\]

To measure departure from the null hypothesis given in (6) along \( L^t \), we can use the conditional distribution of \( \psi \) given the unit vector \( a = s^t \). This joint density of \( \left( x^t, \psi \right) \) can be obtained by change of variable from \( s \) to \( x \). Then the marginal density of \( x \) can be obtained from integration and hence the conditional density is available. The most difficult part of the calculation is to obtain the Jacobian of the transformation. However, in Fraser & Massam [10], they have calculated the Jacobian to be proportional to \( t^{d-1} \). Therefore,

\[
t^{-\frac{d}{2}} \left( x; \psi \right) \delta(t) \exp\left(\left[\hat{\phi}(s(t)); s(t)\right] - \left[\phi(s(t)); s(t)\right]\right) \left| \frac{\text{var}(\hat{\phi}(s(t))); s(t)}{\text{var}(\hat{\phi}; s)} \right|^2 \quad (10)
\]

As in Fraser & Massam [10], the p-value is calculated by the hypothesis in (6) can be viewed as the probability that \( S(t) \) is as far or farther from \( S_\psi \) than the observed value 0. This p-value
is referred to as the directed p-value, and mathematically, it can be calculated by
\[
P(\psi_0) = \frac{\int_{t_{\text{min}}}^{t_{\text{max}}} t^{p-1} h(t; \psi_0) dt}{\int_{t_{\text{min}}}^{t_{\text{max}}} t^{p-1} h(t; \psi_0) dt} \quad (11)
\]
where \( t_{\text{max}} \) is the is the largest value of \( t \) for which the maximum likelihood estimator corresponding to \( s(t) \) exists.

**Application to testing homogeneity of inverse Gaussian scale-like parameters**

The two-parameter inverse Gaussian distribution, \( IG(\mu, \lambda) \) has density
\[
f_{\gamma}(\gamma; \mu, \lambda) = \left( \frac{\lambda}{2\pi \gamma^3} \right)^{1/2} \exp \left\{ -\frac{\lambda}{2\mu^2(\mu - \gamma)^2} \right\} \quad (12)
\]
where \( \mu > 0 \) is the mean parameter and \( \lambda > 0 \) is a scale-like parameter. Note that the \( IG(\mu, \lambda) \) distribution belongs to the exponential family model with canonical parameters \( \left( \frac{\lambda}{\mu}, \mu \right) \).

This distribution is widely used to model positive right-skewed data. Doksum & Hoyland [15], Seshadri [16, 17] and Takagi et al. [18] discussed applications of this distribution in accelerated life testing model analysis, survival data analysis and in occupational hygiene data analysis, respectively. Chhikara & Folks [19] examined the equality of means problem from \( k \) samples of independent \( IG(\mu, \lambda) \) distributions, where \( i = 1, \ldots, k \). With the assumption that the scale-like parameters are the same, they derived the ANOVA F-test. Hence, testing
\[
H_0: \lambda_1 = \ldots = \lambda_k \quad \text{vs} \quad H_a: \lambda_i \neq \lambda_j \quad \text{for some} \quad i \neq j
\]
is of special interest. For testing the above hypothesis, Chhikara & Folks [19] and also Chang et al. [20] discussed the likelihood ratio test, and Wong [21] proposed a saddlepoint approach. For the rest of this section, the directional test approach discussed in Section 2 is applied to this problem. Let \( Y_{i1}, \ldots, Y_{in_i} \) be \( n_i \) independent random variables from \( IG(\mu, \lambda_i) \) distribution for \( i = 1, \ldots, k \). Moreover, assume these \( k \) inverse Gaussian distributions are independently distributed. Hence, the log-likelihood function is
\[
\ell(\theta) = \frac{1}{2} \sum_{i=1}^{k} \left\{ \log(\lambda_i) - \frac{\lambda_i(Y_0 - \mu)^2}{\mu Y_0} \right\} \quad (13)
\]
where \( \theta = (\mu, \ldots, \mu, \lambda_1, \ldots, \lambda_k)^T \). The overall maximum likelihood estimate is
\[
\hat{\theta} = \left( \bar{y}, \ldots, \bar{y}, v_1, \ldots, v_k \right)^T
\]
where
\[
\bar{y} = \frac{1}{n} \sum_{i=1}^{n} y_i \quad \text{and} \quad v_i = n_i \left[ \frac{1}{\mu(Y_0/y_i)} - 1 \right]^{-1}.
\]
Furthermore, under the null hypothesis stated in (12) that the scale-like parameters are identical, the constrained maximum likelihood estimate is
\[
\hat{\theta} = \left( \bar{y}, \ldots, \bar{y}, v, v \right)^T
\]
where
\[
v = \left( \sum_{i=1}^{k} n_i \left[ \frac{1}{\bar{y} - \mu} \right] \right)^{-1}.
\]
Note that the model belongs to the exponential family model with canonical parameter \( \varphi = (\phi_1, \ldots, \phi_k)^T \) where
\[
\phi_i(\theta) = \left\{ \begin{array}{ll}
\lambda_i/2\mu_i & i = 1, \ldots, k \\
\lambda_i/2 & i = 1, \ldots, k
\end{array} \right.
\]
and the corresponding sufficient statistic is \( u = (u_1, \ldots, u_k)^T \) where
\[
u_i \equiv \sum_{i=1}^{n_i} y_i = 1, \ldots, k
\]

The log-likelihood function expressed in terms of the canonical parameter and the sufficient statistic is
\[
l(\theta) = \frac{1}{2} \left\{ \log(\phi_k) - \frac{1}{2} \mu_k \sqrt{\phi_k} - \frac{1}{2} \mu_k \right\}
\]
By differentiating \( l(\theta) \) with respect \( \varphi \), we have
\[
l_{\varphi_k}(\varphi) = -u_k + n_k \sqrt{\phi_k} / \phi_k
\]
for \( i = 1, \ldots, k \). Hence, the overall maximum likelihood estimate and the constrained maximum likelihood estimate of the canonical parameter are
\[
\hat{\phi} = \left( \frac{v_1}{2\bar{y}}, \ldots, \frac{v_k}{2\bar{y}}, v, v \right)^T
\]
(15)
\[
\hat{\phi} = \left( \frac{v_1}{2\bar{y}}, \ldots, \frac{v_k}{2\bar{y}}, v, v \right)^T
\]
(16)

Respectively. Moreover, let \( \psi = (\psi_1, \ldots, \psi_k) \) where \( \psi_i = \phi_{k+i} - \phi_{k+i} \). Then the hypothesis stated in (12) for testing homogeneity of the scale-like parameters can be expressed in terms of \( \psi \) by
\[
H_0: \psi = 0 \quad \text{vs} \quad H_a: \psi \neq 0.
\]
(17)

Following the notation in Section 2, we have \( \psi_0 = 0 \), and
\[
s_k = -\frac{n_k}{2} \left[ \mu_k \sqrt{\phi_k} - \frac{1}{\mu_k} \right] = \left[ 0, \ldots, 0, n_1 (1/v_1 - 1/v_1), \ldots, n_k (1/v_k - 1/v_k) \right]^T.
\]

Thus, the log-likelihood function along the line \( s_i = t s_i + (1-t) s_0 \) is
\[
l(\psi) = \frac{1}{2} \left[ \psi_0 + n_i (1-t) \left( \frac{1}{v_i} - 1/v_1 \right) \right] - \frac{n_k}{2} \log(2\phi_{k+i}) - n_k \sqrt{\phi_{k+i}},
\]
Which depends on the value \( t \) and maximized at
\[
\hat{\phi}_k = \left( \frac{1-t}{v_i} + \frac{t}{v_1} \right)^{-1}
\]
and
\[
\hat{\phi}_k = \left( \frac{1-t}{v_i} + \frac{t}{v_1} \right)^{-1}
\]
For \( i = 1, \ldots, k \). It is easy to show that when \( t = 0 \) and \( t = 1 \), the maximize gives (16) and (15) respectively. Moreover, denote \( t_{\text{max}} = \frac{v_{(s)}}{v_{(t)}} \), where \( v_{(t)} = \max(v_1, \ldots, v_n) \), is the largest value of which the maximum likelihood estimator corresponding \( t \) to \( s(t) \) exists, thus, by substituting all the necessary terms into (9) and we have

\[
 h(t; y) = \alpha \prod_{i=1}^{n} \left( \frac{1}{v_i + \lambda_i} \right)^{2/3}. \tag{18}
\]

Finally, the directional p-value for testing homogeneity of the scale-like parameters can be computed from (11) with \( h(t) \) being defined in (18). Although there is no closed form for the integral, it requires only a one dimensional integral. Therefore, numerically, it can be easily obtained by some standard numerical integration routines such as those given in Maple, Matlab and R.

### Numerical examples

In this section, we will first examine a real-life data example discussed in Kumagai & Matsunaga [22], which is a time series data set of chlorobenzene exposure concentrations (15 min TWAs) for a chemical worker (Worker F in the original paper) during a full workshift. The q-q plot in Takagi et al. [18] indicated that the \( \kappa(\mu, \lambda) \) model is a reasonable model for analyzing this data set. Chang et al. [20] partitioned the data into the morning data and the afternoon data: (Table 1) and assumed that the morning data and the afternoon data are samples from two independent \( \kappa(\mu, \lambda) \) distributions. Table 1 records the p-values obtained for testing.

**Table 1: p-values for testing.**

<table>
<thead>
<tr>
<th>Method</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ir</td>
<td>0.1045</td>
</tr>
<tr>
<td>LR</td>
<td>0.1105</td>
</tr>
<tr>
<td>BN</td>
<td>0.1133</td>
</tr>
</tbody>
</table>

From the likelihood ratio method (Ir) discussed in Chang et al. [20], the Lugannani & Rice method [5] (LR) and the Barndorff-Nielsen [6] modified signed likelihood ratio method (BN) discussed in Wong [21] and the directional method (Proposed) discussed in the paper: (Table 1)

\[
 H_0 : \lambda_1 = \lambda_2 \quad \text{vs} \quad H_1 : \lambda_1 \neq \lambda_2
\]

The methods discussed in Wong [21] have theoretical accuracy of \( O\left(\frac{\lambda_i}{n}\right) \). The proposed directional method give very similar result to that obtained by the Lugannani & Rice method [5]. Result from likelihood ratio method, which has theoretical accuracy of \( O\left(\frac{1}{n}\right) \), is not as close.

To compare the accuracy of the four methods, simulation studies were carried out. Following the set up in Chang et al. (2012), 5,000 samples are simulated for each settings of \( (n_1, \ldots, n_k) \) and \( (\mu_1, \ldots, \mu_k; \lambda_1, \ldots, \lambda_k) \) with \( \lambda_1 = \cdots = \lambda_k = \lambda \). As in Chang et al. [19], \( \mu_1, \ldots, \mu_k \) are all assumed to be 1. For each for each simulated sample, we compute the p-values using Ir, LR, BN and Proposed methods. The simulated Type I error probability is the proportion of p-values less than the nominal significance level, which is chosen to be 0.05 and 0.1 respectively. The results are recorded in Table 2. It is clear that the Ir method does not give satisfactory results unless \( n_1, \cdots, n_k \) are large and the other three methods, regardless of the values of \( n_1, \cdots, n_k \) give very similar type I error probabilities and they are close to the nominal significance level. More simulations with different parameter settings have been performed with the same pattern of results. They are not reported here, but are available on request.

**Table 2: Simulated type I error (based on 5,000 simulations).**
### Discussion

A directional test for a vector parameter of interest from a natural exponential family model is derived based on the likelihood-based higher order asymptotic methods. The p-value for the test required only a one-dimensional integration. The proposed method is then applied to obtain p-value for testing homogeneity of inverse Gaussian scale-like parameters. Numerical results indicated that the proposed methods are as accurate as the Lugannani and Rice method and the Barndor-Nielsen method, which are third-order asymptotic methods.
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