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Abstract


Gaussian models of times series, ARMA, have been widely used in the literature. In various applications, such as, financial data, the normality assumption is usually adopted. However, when it was not satisfied, some transformation can be adopted for the response variable to obtain, at least, the symmetry property. It is known that the estimates of the coefficients in normal regression models are sensitive to extreme observations. Inferences may be quite imprecise in presence of outliers, especially when it comes to stock return in Latin Americans Markets. One of those
alternatives is to consider that the errors have distributions with heavier tails than the normal distribution, in order to reduce the influence of outlier observations. In this work we describe regression models for time series data with non-gaussian errors.
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Introduction

The pioneering work for non-Gaussian time series developed by Heyde & Feigin [1] who developed Poisson conditional autoregressive range. Cox [2] studied the autocorrelation of data, featuring two classes of time-dependent models: models conditioned on past observations and based on latent processes. In addition, Zeger [3] including the past and present of covariates in this model. Zeger & Qaqish [4] developed Markov chain for time series. Li [5] included moving averages models component in this model. Pena [6] developed methods to identify influential observations in univariate. Benjamin et al. [7] considered the problem of extending the time series models, ARMA, to data whose conditional  distribution  given  the past  of the process belongs to the exponential family (GARMA). Rocha & Cribari- Neto [8] developed dynamic models for random variables in the Beta family distribution (βARMA).


Caoetal.[9]discussheteroscedasticityand/orautocorrelation tests in nonlinear models with AR(1) in symmetric class of distributions. Creal et al. [10] proposed a class of observation- driven time series models named generalized autoregressive score (GAS) models. Details can be found in Kedem & Fokianos [11]. In the last decade, several results appeared as alternatives to modeling other distributions than the normal errors as, for instance, the symmetrical (or elliptical) distributions. Some of these results can be found in Fang et al. [12] (1990) and Fang & Anderson [13]. In this perspective, Maior and Cysneiros built upon the class of symmetric distributions an autoregressive moving average symmetrical model, SYMARMA, which is a dynamic model for random variables belonging to the class of symmetric distributions which includes both  autoregressive and moving average components, and also includes a set of regressors. They discuss methods for parameter estimation, hypothesis testing and forecasting. A set of computational routines in R computer language were developed and they can be obtained in www.de.ufpe.br/~cysneiros/elliptical/time series.html.
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