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Introduction

 For obtaining an optimal allocation design of the experimental units with known single or  multiple  covariates into several treatment groups, has wide applications  in  the field of agricultural research, clinical trial, medical experiments, chemical industry, etc with a de-tailed reference is available in [1,2]. Such allocation design has been structured in the linear analysis of covariate  (ANCOVA)-one  way  model.  According to Morgan & Rubin [3],  balanced  covariate  allocation  design has been preferred to achieve, before the physical experiment takes place when the covariate values are known prior to the experiment. Efficient estimation of treatment effect, or covariate effect, or both, with regard to several optimality criteria such as D and A optimality [4] are preferred for such allocation problem. Now, for finding the exact D or A optimal allocation design is generally not practical for a large number of possible allocations. We may consider an example of a single covariate with experimental units to be allocated into two treatments, one need to examine such non-trivial allocation schemes for the exact optimal solution.

 The search space increases with a large number of experimental units, a number of treatments and multiple covariates and under consideration the large search space, the problem becomes immensely difficult as well as computationally intractable for deriving the  exact  solution.  Without  knowing the response value, to find an optimal allocation design of the experimental units with known covariates information among two or multiple treatment groups  were  studied  by  Harville [5], where a multistage iterative search algorithm had been suggested.

 Considering such design issue of the experimental units with known covariates into two or multiple treatments, an iterative algorithm through variable neighborhood search method has been suggested in [1,2]. Variable neighborhood search (VNS) algorithm is a well-known meta-heuristic method proposed by Hansen and Mladenovic [6] and successfully applied to wide range of combinatorial optimization problems such as traveling salesman problem, location theory, cluster analysis, scheduling, vehicle routing, network design etc. [7]. Through VNS algorithm in [1,2], for a given initial solution, a set of connected (or nested) neighborhood structures are defined. Starting from an initial allocation design a better allocation among the neighbors of the selected initial may be found or may not be.

 If a better solution is found, then select it as next initial, otherwise choose a random  allocation  as  next  initial,  among the neighbors and previous initial, with certain predefined probability. The procedure continues until a better allocation is found with attaining a threshold probability (say 0.95 or 0.99) stochastically with successive returns. The method has been efficiently estimated with regard to D and A optimality over random allocation design and Harville algorithm [5] through simulation studies and real-life examples and have found that such allocation design is a near-optimal or an optimal allocation design with covariate balanced and equi-replicate properties [1,2].
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