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Abstract 

In [1], the inverse problem related to the EEG based test of the brain’s electrical activity was scrutinized. The analysis had suggested that the 
measured EEG potentials are caused by the sets of activated neurons – the clusters whose locations can be found by using a Deep Learning Neural 
Networks. Here, we present a method to extract the features/shapes of the clusters used in classification. The suggested Boundary Function 
Method (BFM) employs the following approach. A cluster as a subject of classification is inscribed into a regular region such as a circle (a sphere) 
and the projection of the clusters’ image onto the region’s boundary is produced and analyzed as a boundary function. Different methods of 
such mapping of the image onto the boundary are considered. Among them are the methods of Fundamental solutions of the Laplace equations, 
Radial Base functions, Gaussian models, and others. The boundary functions are analyzed to extract the cluster’s features. The extraction of the 
features is performed by FFT, wavelet analysis, and other analytical methods applied to the boundary function. The extracted features are used 
in the classification performed by various methods, such as KNN, SVM, CNN, LSTM and other learning techniques including the Deep Learning 
methods. The Boundary Function Method was used in experimental analysis of both regular and irregular shapes of the clusters. The method was 
also applied in the context of a real-time image processing including segmentation and object identification based on a saccadic model of human 
vision – the tasks related to the self- driving and self-controlled driving machines, robotics, and other automatic control systems. Finally, the BFM 
was tested by using some real-life datasets such as the one for the lung X-rays related to Covid-19. 

Keywords: EEG; Inverse problem; Neuron clusters; MFS; FFT; RBF; Wavelet analysis; Covid-19; Feature extraction and classification

Abbreviations: CNN: Convolutional Neural Networks; GPU: Graphics Processing Units; DETR: Detection Transformer; BFM: Boundary Function 
Method; FFT: Fast Fourier Transform; COI: Cluster of Interest; MSER: Maximally Stable Extremal Regions; LSTM: Long Short Term Memory

Introduction

In [1], a case of the inverse problem solution was applied to 
the EEG imaging. It was shown that the solution can be presented 
as a set of clusters of electrical sources. In this paper, we propose a 
method of extracting the information about the shape of the clus-
ters based on their mapping onto the encompassing boundary.

In the context of the EEG imaging and beyond it, the following 
tasks are considered here:

Medical Imaging

i. Given is a Euclidian domain G with a finite set of points (neu-
ron locations) assigned the binary values 0-1. The locations 
ascribed 1 represent the identified sources in the EEG prob-
lem. The sources are assumed to be located compactly, by 
forming the clusters obtained as a solution of the inverse EEG 
problem. In the 2D settings, the task is to detect and identify 
the patterns in the pixelated black-white images. The task is 
to identify and classify the found clusters. 

ii. The same task but related to the clusters of real valued sourc 

 
es such as those presented at the fMRI and CT- Scan imaging. 

Pattern Recognition in Technical Field

a. The task of finding and classifying the objects inside the bit-
mapped images collected from image capturing devices.

b. Image and pattern recognition, specifically in relation to the 
self-driving and self-controlled driving machines, robotics 
and other automatic control systems.

In this paper, we discuss a novel approach, the Boundary 
Function Method, as a technique applicable to the above tasks and 
providing, presumably, their effective solution. Among many re-
cently published techniques and methods, we can mention here, 
as a counterpart of the BFM, such methods as R-CNN, Fast R-CNN, 
R-CNN and YOLO of different versions (most recently, YOLO v.4) 
[2-5]. In one group of such methods, the object detection is per-
formed by repurposing classifiers from detection to classifica-
tion. The use of object proposals is an effective recent approach 
for increasing the computational efficiency of object detection. A 
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novel method for generating object bounding box proposals using 
edges was suggested independently. Edges provide a sparse yet 
informative representation of an image. Main observation is that 
the number of contours that are wholly contained in a bounding 
box is indicative of the likelihood of the box containing an object. 
The major advantage of the methods belonging to the YOLO group, 
on the other hand, is that a single convolutional neural network 
is used simultaneously for finding the bounding boxes and for 
identifying the objects inside them. The Convolutional Neural Net-
works (CNN) are trained for full images and can outperform many 
other methods of the image recognition and classification. Most of 
the CNN-based object detectors are largely applicable only for rec-
ommendation systems. Improving the real-time object detector 
accuracy enables using them not only for hint generating recom-
mendation systems, but also for stand-alone process management 
and human input reduction. Real-time object detector operation 
on conventional Graphics Processing Units (GPU) allows their 
mass usage at an affordable price. The most accurate modern neu-
ral networks do not operate in real time and require large number 
of GPUs for training with a large mini-batch-size. The effort was 
made to create a CNN that operates in real-time on a conventional 
GPU, and for which training requires only one conventional GPU.

One of the latest developments in image detection is a new 
framework, Detection Transformer (DETR), developed at Face-
book AI. Its purpose is to serve as a unified platform that general-
izes sufficiently well using limited number of parameters. DETR is 
provided with a small number of learned object queries. The out-
come of DETR is a suggestion about how the objects relate to the 
global image context. As a result it outputs the set of predictions 
in parallel. The core of the technology is the ideas of Transformer 
and the concept of Attention popularized within the areas of Nat-
ural Languages Processing and the technique called LSTM (Long 
Short-Term Memory) [11-12,14]. Recently, a method of Panoptic 
segmentation that unifies the typically distinct tasks of semantic 
segmentation (assign a class label to each pixel) and instance seg-
mentation was considered [13]. All these approaches and meth-
ods have been successfully used in the tasks of parsing and rec-
ognition of regular patterns. However, they are not suitable to the 
task of the clusters classification as it appears in the context of the 
indirect reconstruction of the images. That is because the shape 
of a cluster of activated neurons cannot be accurately recognized 
if only the boundary conditions for the whole set of the clusters 
are given like in the case of the inverse problem concerning the 
EEG method. We pursue the task of finding a method that would 
be equally applicable to the regular images such as the ones found 
in the general image recognition arena as well as the bio-medi-
cal clusters recognition and identification. One of the significant 
properties of such a method should be its limited complexity. The 
Boundary Function Method (BFM) discussed here is based on the 
following approach: to identify the shape of an individual cluster, 
all its elements are mapped onto an artificial boundary around 
that specific cluster. An imaginary boundary function is estimat-

ed by mapping all the elements of the cluster onto this boundary. 
Then, the boundary function is subjected to analysis with the 
purpose to extract the cluster’s features. Such an analysis has a 
reduced complexity due to decreasing dimensionality of the task.

The Principles and Elements of the BFM

In the context of the EEG based bio-medical imaging, all the 
clusters are obtained as the result of analysis of the boundary po-
tentials given by the EEG measurement. The BFM’s purpose is op-
posite: the clusters are given a priori, resulted, for example, from 
MRI, CT-scans or various computer vision means, while a single 
cluster is inscribed into an artificial boundary to which the cluster 
is mapped. The boundary function resulted from the mapping, is 
used to extract the features of this cluster, such as the parameters 
of the multifaceted image representation (number of faces and 
vertices); elements of the affine transformation, etc. Finally, the 
clusters are subjected to classification based on the information 
contained in the boundary function.

General review of the BFM

The suggested approach called here Boundary Function Meth-
od (BFM) leads to decreasing the dimensionality of the machine 
learning task by projecting a given N-dimensional image onto its 
N-1-dimensional boundary. (The same effect of reduced complex-
ity is targeted by using the Convolutional Neural Networks which 
extracts the features of the image by applying the convolutional 
filters; however, the BFM seems to be more economical.) Here, we 
consider only two-dimensional clusters assuming that some of 
the results of this analysis can be applied to the similar multi-di-
mensional clusters, as well. The approach suggested here is also 
characterized with the way a single cluster is extracted from the 
overall image of multiple clusters. Only a part of the overall im-
age is selected by being put “under a spotlight” using the meth-
od found in the saccadic movement characteristic for the human 
vision. Thus, the image inside the given domain G(x) under the 
spotlight is mapped onto the boundary 𝐺′(𝑥′). The mapping can
be performed using any distance-based function. The resulted 
boundary function S(𝑥′) will be used for a feature extraction to
characterize the cluster under the spotlight. The task of this report 
is to investigate the efficiency of the BFM and its ability to extract 
significant features of the selected clusters. The scope of this anal-
ysis includes both regular and irregular cluster images with the 
binary and real- number values of neurons’ states. The study of 
this method is performed here with the purpose of understanding 
how much the properties of the clusters can be exposed by map-
ping their elements on the artificially created boundary.

We also suggest that the Boundary Function Method can be 
applied, in addition to the biomedical images, to general pattern 
recognition tasks. The mapping of a pixelated image onto its 
boundary leads to a reduced dimensionality of the classification 
task and, as the result, can promote the increased speed of clas-
sification - one of the reasons to investigate the approach. Here 
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we consider different methods of mapping the clusters onto the 
boundary – linear functions, radial base functions, Fundamen-
tal solutions of the Laplace operator (both 2D and 3D), etc. The 
feature extraction using the boundary function is analyzed by us-
ing different modalities: Fourier Transform (including Fast and 
Discrete Fourier Transforms), wavelets, etc. The methods of the 
analysis based on the use of the boundary functions were inves-
tigated in some works. We mention here two of them: In [9], the 
task of classification of 2D images is presented in terms of solution 
of a Poisson equation for the domain presented as the image to 
be identified with the boundary condition using the MFS method 
[7]. A 3D void detection using MFS [8], also, comes close to this 
subject.

Implementation details and propositions

The experiments with BFM were conducted within three areas 
of application: (a) identification of the regular geometric shapes; 
(b) detection and identification of the 2D images, and (3) the 
bio-medical imaging. A few computing platforms were used in-
cluding MATLAB, Python, TensorFlow, Kaggle, Jupiter Notebooks, 
as well as the libraries such as Open CV. Proposed here model of 
detection of an object to be identified in an image is based on a 
saccadic mechanism similar to the human vision model. As ap-
plied to the image detection in the given 2D pixelated pictures, the 
human vision model is considered having such elements as sac-
cadic search of objects in the picture; support of active and periph-
eral views; and detection of the image of interest followed by its 
classification based on the learning mechanism. In this work, the 
following propositions are used:

i. Proposition 1: In saccadic movements of the vision apparatus, 
the fixation points of vision are found based on the amount of 
“energy” produced by the image inside the saccade area.

ii. Proposition 2: The signal energy is mapped to the circumfer-
ence of the vision field. It is performed by mapping the inside 
signals (pixels) by using different kernels (possibly, 2-D and 
3-D fundamental solutions of Laplace operators, radial func-
tions, Gaussian kernels, etc.)

iii. Proposition 3: The signal energy as calculated to the circum-
ference can be subjected to the spectral analysis to extract 
the shape features – the information about the shape of the 
inscribed body with, optionally, parameters of affine transfor-
mation.

Method of calculating the field energy applied to the bound-

ary

E K Pixels= Θ
where K is the mapping kernel, Pixels are the points values on 

the scan lines inside the vision field, and Θ is an operator of the 
mapping.

Algorithm of detection and selection – specific features

Given a 2-D pixelated Image 1.

These steps conclude the detection and analysis (possibly, 
general and non-specific) of the body of interest. If this is applied 
to the task of catch and follow algorithm, the saccadic search is 
stopped, and the vision field follows the found image.

Image 1: Given a 2-D pixelated image.

perform a random saccadic search with radius R of the vision field;

for i-th vision field position Pi, calculate the field energy Ei reduced to the boundary;

compare Ei with the given level E0 indicating that the current vision field, possibly, contains some images of interest;

stop the saccadic search when the image of interest is found;

analyze the spectral and other momenta of the boundary conditions.

Algorithm of classification

If the detection algorithm has produced an object of interest 
(with some general properties identified) it can be subjected to 
classification analysis by using one of the learning algorithms. 
More specifically, in this work, the algorithms of K-NN, SVM, LSTM, 
and Deep Learning ANN and CNN were tested.

Finding areas of significant “energy”

The algorithm of MSER (Maximally Stable Extremal Regions) 
implemented on different platforms including MATLAB was used 
to detect the stable regions of the image. The MSER detector incre-
mentally steps through the intensity range of the input image to 
detect stable regions. The Threshold Delta parameter determines 

the number of increments the detector tests for stability. 

regions = detectMSERFeatures(I)

returns an MSERRegionsobject, regions, containing informa-
tion about MSER features detected in the 2-D grayscale input im-
age, I.

[regions,cc] = detectMSERFeatures(I)

optionally returns MSER regions in a connected component 
structure.

[_]= detectMSERFeatures(I,Name,Value)

sets additional options specified by one or more Name, Value 
pair arguments.
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Expected benefits

Using the boundary values instead of the original objects 
means reduction of dimensionality. This effect leads to the speed-
ing up the detection and identification of the objects. The feature 
extraction (such as spectral properties by using FFT) reduces the 
number of classes. It becomes possible to create a hierarchy of 
classes (e.g., classes of all polygons of different arity). It also allows 
for geometrical and topological invariance (such as affine trans-
formation). The following is presented in the paper. The cluster is 
inscribed into a regular region such as a circle (a sphere) and the 
projection of the clusters’ image onto the region’s boundary – the 
boundary function – is produced and analyzed. Different methods 
of such mapping of the image pixels onto the boundary (Funda-
mental solutions of the Laplace operator, Radial Base functions, 
Gaussian and others) are considered. The boundary functions, 
then, are analyzed to extract the cluster’s features. The extraction 

of the features is performed by FFT, wavelet analysis, and others. 
The extracted features are used in the classification. The method 
was subject to experimental analysis of the shapes. Also, it was as-
sumed and analyzed as part of a segmentation and identification 
system based on a saccadic model of human vision. Finally, the 
method was tested by using some real-life datasets such as the one 
for the Covid-19 Lung X- rays. In Appendices 1 and 2, the experi-
mental results are presented for clusters of regular and irregular 
shapes. In Appendix 3, we discuss the saccadic model of the image 
segmentation and identification that can be used in different im-
age recognition environments.

Overview of the BFM

The algorithm is illustrated by Figure 1 as it applies to the 
analysis of the brain clusters. This flowchart presents the follow-
ing data and control flow:

Figure 1: The Flowchart of BFM.

i. Scan (deterministically or randomly) over the view field; in 
the real time applications, this is analogous to the saccadic 
movements of the viewer’s eyes

ii. Identify the regions (circular) of potential interest based on 
the “energy” estimate collected on the region’s boundary

iii. Inscribe Cluster of Interest (COI); adjust COI using MSER 
in size (R) and position (the center point) to maximize the 
boundary energy under some constraints

iv. Calculate boundary function by using FFT, RBF, MFS, etc.

v. Produce Feature Extraction (the topology properties, shape 
- number of edges, affine parameters, etc.) by using FFT, con-
volutional centers, etc.

vi. Perform classification of the found subject by using the Deep 
Learning or other classifiers.

Operators Used for Mapping and Feature Extraction

Radial Base Function

By its definition, a radial base function (RBF),
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0( )xψ −＼x ＼for a point 𝐱 in the Euclidean space, is a real func-
tion that depends only on the distance from another fixed point, 
𝐱 0, called center. For a given domain 𝐺 and its boundary 𝐺′, consid-
er a boundary function 𝑠(𝑥′) that maps the 𝑛 points

[ ] , 1, ontoxix G j n G∈ ∈ ′∈ ′  by using radial base functions

( ).Ψ ＼＼, namely by defining the boundary values 𝑠(𝑥′) for

𝑥′ ∈ 𝐺′ via the centers 𝑥𝑗 inside the given domain:

( ) [ (  )]jn j js x x xϕλ′ = − ′A ＼ ＼  - (1)

where 𝔄𝑗 ,𝑛 is an aggregate operator such as

1 nj jZ=∑

, [1, ]( ) {min ( )j n j j n jz Z∈=A  - (2)

[1, ]max ( )j n jZ∈

(Here 𝜆𝑗  are scalars; most commonly 𝜆𝑗 =1 for all 𝑗 .)

In our consideration, the centers are taken as the points be-
longing to a given domain and representing pixels in the images, 
neurons in the EEG maps, and other elements of the original data.

Distance based functions

In the analysis described here, the following distance-based 
functions are considered.

a) Linear function

1. jx xϕ ′= −＼ ＼- (3)

2. as a partial case of polyharmonic splines

3. 
( jx xϕ ′= −＼ ＼)k - (4)

b) Fundamental solutions of the Laplace equation

i. 2-dimensional case:

4. 
ln( jx xϕ ′= −＼ ＼)  - (5)

ii. 3-dimensional case:

5. 

1 
|| ||F

jx x
ϕ =

−
 - (6)

c) Gaussian

6. 
| | ||F

jx xeϕ −−=  - (7)

Feature extraction

Filters are applied to the boundary function 𝑠(𝑥′), in order to
extract the features identified with use of harmonics.

Fourier Transform: This transform is used to extract har-
monic members of the function. The frequencies with larger 
amplitudes characterize the images with specifically expressed 
polygonal shapes. The Fourier Transform can be used in both con-

tinuous and discrete forms. In the continuous case, the extracted 
frequency related features, 𝐟(𝜔), are calculated as follows:

2 ix( ) ( ) 'f s x e dxπ ωω ∞ −
−∞= ∫ ′  - (8)

The FT is most efficiently performed as Fast Fourier Trans-
form which is used in this research.

Short-Time Fourier Transform: The FFT was applied also to 
subsections of the given function 𝑠(𝑥′). This is performed with the
STFT method that uses the sliding window applied to the sections 
of the input function. The method is supposed to extract harmon-
ics from s (𝑥′) in assumption that it is a non-stationary function.

Wavelets: The wavelets provide a rigorous analysis of local-
ized spectral properties of the boundary function. Applying the 
wavelets can provide some additional information.

Convolutional filters: More general approach can be consid-
ered as collocation, 

( ) ( ) ( ') 'c t s x g t x dx∞
−∞= ∫ ′ −  - (9)

Here 𝑔(𝑦) is a collocational kernel. By applying it to different
parts of the boundary function, the corresponding feature will be 
extracted as a function 𝐜(𝐭). This filter can be presented as a com-
pactly supported function, thus providing a compact feature.

Experimental Results

We consider three areas of experiments concerning:

1. Regular Clusters

2. Clusters of irregular shapes in 2D pictures (e.g., as captured 
in automatic driving systems)

3. Irregular shapes in bio-medical images (including CT-scans 
and X-rays of lungs)

A. Regular Clusters

Experiments were conducted with clusters having the polygo-
nal boundaries of different arity, size, position and regularity. The 
clusters were inscribed into a circular spot and the boundary func-
tion was calculated using different mapping methods as described 
in IV.A and IV.B. Then, the analysis of the boundary function was 
performed by applying different feature extraction methods de-
scribed here.

I. Experiments: The objects of these classes can be result-
ed from some affine transformations of the given clusters, thus the 
finding of the object of a specific class should be complemented 
with information about its placement (e.g., the anchor informa-
tion).

a) The general task

Given a 2D picture with a set of pixelated clusters P belonging 
to a set of predefined images C (objects), DETECT and IDENTIFY 
the classes to which the images belong to. The images of a specific 
class of geometric objects (triangles, pentagons, etc.) can be trans-
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lated, rotated and scaled.

b) The task of identification of images of specific class-
es

The given image is placed into a specific Spotlight used for 
calculating the boundary conditions for the image. For simplici-
ty sake, the boundary of the image is approximated as a polygon. 
Two cases of the Spotlight domain where the test clusters can be 
inscribed were considered originally:

i. Rectangular, and

ii. Circular domains

Further in this study, a circular Spotlight area with an image 
inside (clusterized pixels of assigned values/colors) is considered 
and used to identify the predefined classes of specific clusters of 
pixels.

c) The Method

The area of the given picture inscribed within the Spotlight 
boundary B(x,y) is populated with a set of random points, pr(x,y). 
The points belonging to a specific channel (more likely, colors of 
the objects to be detected) are used in calculating the functional, 
for example, the 2D Laplace Fundamental Solution Sum(1/r(pr, 
B(x,y)), where r() is the distance function. Thus, boundary points 
obtain the values the set of which characterizes the class and 
transformations of the object inside the domain. This set of points 
is a boundary function representing the inscribed object.

d) Preprocessing for classification: 

The boundary function is preprocessed as needed. The pre-
processing is used to extract the image features for its identifica-
tion. For example, the Fast Fourier Transform (FFT) is performed 

to identify the periodic properties of the cluster boundary.

e) Training: A generative data set is used by creating dif-
ferent samples of the classes under consideration and calculating 
the boundary conditions by using the above functional.

B. Experiments with regular clusters identified by BFM

In the experiments with the regular images, the following ap-
proach was used.

All image pixels, 𝑝, are mapped onto the border, 𝑏. Different
mapping function, 𝑓(𝑏), were considered including the Radial
Base functions, such as ( )  1/ ( , )f b p r p b= ∑∀ .

The calculated boundary conditions are presented as a list of 
real values, 𝑉 = 𝑓(𝑏), associated with all selected points, 𝑏, on the 
boundary. All experiments were performed for a circular domain 
Ω=[C, R] defined with its center C and radius R. An inscribed clus-
ter representing the image I is a set of binary values assigned to 
the nodes of the grid G imposed on Ω. The boundary condition list 
calculated at the preprocessing stage is used as an input of a feed 
forwarding ANN which output is the clusters likelihood and the 
classes they belong to. The ANN is to be pretrained on a set of gen-
erated data. Note: This approach is different of semantic segmen-
tation methods which consider the whole image as an input. In the 
BFM, the assumption is that a one-dimensional input can be used 
for training and applying the model which should allow to expedi-
ate the solution (in terms of Frames-Per- Second metric used, for 
example, in image recognition within the automatic driving con-
text). This research should answer the following questions: (1) is 
the boundary information sufficiently sensitive to recognize the 
cluster’s shape (class); (2) how trainable the model would be; (3) 
how many different clusters can be recognizable simultaneously.

C. Technique and Examples

a) A regular shape within a circular Spotlight

Figure 2: A loosely populated cluster of a pentagon shape inside a Spotlight.

Consider a cluster shaped as a pentagon (Figure 2) Given 
the circular Spotlight Ω=[C, R] with its circumference, Boundary, 
and the array of random, uniformly distributed, pixels, Spotlight 

Points, (green colored and initialized with 0’s) inside it, a specific 
Spotlight function, SL, is calculated. In this example, a fundamental 
solution of the 3D Laplace Equation is used as the specific func-

http://dx.doi.org/10.19080/ARR.2023.08.555739


How to cite this article:  Roman Tankelevich. A New Method of Clusters Definition Based on a Saccadic Model of Human Vision. Ann Rev Resear. 2023; 
8(3): 555739. DOI:10.19080/ARR.2023.08.555739

007

Annals of Reviews and Research

tion. By definition, it is the matrix of reciprocals of the distanc-
es between the Spotlight internal points and the points on the 
boundary:

DM_data = Dist Matrix (Boundary, Spot Light_Points); SL = 1./
DM_data - (10)

A pentagon cluster inscribed into the Spotlight is a set of the 
cluster’s pixels

Cluster_Points ⊂  SpotLight_Points - (11)

as its subset (red pixels in Figure 2). The cluster’s pixels are 
ascribed the active status (value 1):

Active_Vector = ones (Cluster_Points); - (12) Thus, the bound-
ary function is calculated by mapping the

Active_Vector onto the boundary by SL as a map:

Boundary_Function= SL*Active_Vector; - (13)

(Note that SL is specific for a selected spotlight and its map-
ping function, thus, needs to be calculated only once.). The Bound-
ary_Function is calculated for a given number of boundary points. 

Figure 3 shows the boundary function, BF(n), calculated in inter-
val of points on the boundary n ∈  [1, N], N = 100. The function 
oscillates with 5 peaks corresponding to five faces of the inscribed 
pentagon. The relationship between the polygon’s shape and the 
oscillations in its boundary function was found in other regular 
shapes as shown in Figure 4. Examples of oscillating boundary 
function. The oscillation frequency Fr(BF) represents the number 
K of edges of regular convex clusters shown here: K=1 for a cir-
cle; K=3 for a triangle; K=4 for a square, etc. Oscillation frequen-
cy of the boundary function is used as a characteristic feature of 
the inscribed cluster to be recognized. The spectral analysis of the 
boundary condition provides information about periodic proper-
ties. The higher harmonic represents the number of edges; their 
phase information indicates the affine transformation parameters. 
The spectral analysis of BF is performed by using the Fast Fourier 
Transform, fft(), applied to an array of N (=100)discrete real val-
ues, and by calculating the spectral power ( fft()returns the Fou-
rier coefficients):

ft = fft(BF, 100); - (14)

power = abs(ft).^2/100; - (15)

Figure 3: Boundary function, BF(n). A pentagon cluster in the Spotlight.

Figure 4: Examples of oscillating boundary function. The oscillation frequency Fr (BF) represents the number K of edges of regular convex 
clusters shown here: K=1 for a.
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For regular shapes, the plotted power function, power(n), ex-
hibits a peak at the X-value corresponding to the number of edges. 
Below, on Figure 5(a-d) an example of analysis for a loosely pop-
ulated square cluster (a), its boundary function (b), the spectral 
power (c) and the Fourier coefficients (d) are presented. A rotated 
image has the same frequency characteristic as the original one. 
Its rotated position can be identified by the distribution of the 
Fourier coefficients (see Figure 6(a-d) (b) and (c)) as compared 
to Figure 5 (d). As seen from the examples above, the rotational 
transformation of the cluster can be identified by the coefficients 
excluding those close to 0. They are

(-6.0 ± 0.75i) in Figure 5d,

(6.0 ± 0.9i) in Figure 6b,

(-0.7 ± 6.0i) in Figure 6c.

The factor identifying the position of the body inside the Spot-
light can be defined by the ratio of the real and imagery parts of the 
Fourier coefficients. Translation effect is illustrated by an example 
in Figure 7. Thus, the spectral power and Fourier coefficients are 
significant features of the regular clusters in the Spotlight as iden-
tified by the Boundary Function. They can be used in the training 

of the ANN to recognize the geometry of the regular clusters inside 
the Spot Light.

b) Other observations and conclusions

In Appendix 2, more examples of the analysis of regular clus-
ters are presented. They concern various forms of the mapping 
used to create the boundary functions for the included object. 
Specifically, the following functions were considered: Fundamen-
tal solution functions of various PDE; Gaussian RBF, Min/Max 
mapping functions, and others. Also, the effect of saccadic move-
ment in the capturing of an object to be analyzed is considered. 
As it was illustrated earlier, the boundary function calculated for 
the regular clusters exhibits oscillations. The number of peaks in 
the BF is roughly equal to the number of vertices in the polygonal 
cluster. By applying the Fourier transform (specifically, Fast Fou-
rier Transform, FFT) this feature can be extracted from a periodic 
boundary function. By using the power function calculated as the 
result of the FFT, the periodic properties are exposed very clear-
ly. The mean value of the BF reflects the size of the cluster; more 
specifically, the area occupied by the cluster as related to the area 
of the SpotLight.

Figure 5(a-d): Identification of (a) a square cluster: (b) Boundary function; (c) Spectral power: a single significant non-zero harmonic at 
frequency x = 4; (d) Fourier coefficients excluding the 1st term corresponding to discretization frequency.
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Figure 6(a-c): Identification of (a) the cluster of Figure 5 rotated by π/4: (b), (c) Fourier coefficients (excluding the 1-st term).

Figure 7(a-d): An effect of translation. (a) A translated cluster of a square shape inside the Spotlight; (b) the Boundary function; (c) the 
spectral power function with the peak corresponding to the frequency equal 4; (d) the Fourier coefficients; the comparatively larger ratio 
between real and imaginary parts of the coefficients (-22.0 ± 0.80i) can be considered as a significant factor of a shifted position of the 
cluster inside the Spotlight.

If the cluster has a smooth boundary, without sharp edges, 
no oscillations are observed. It was also found that rotation and 
translation of a cluster can be exposed by analyzing the boundary 
function and its FFT. As the result of the affine transformations, 
the BF preserves the oscillating pattern but changes its regular 
shape, thus introducing some additional, higher harmonics. Also, 
the closer the cluster to the border, the lesser details are exposed- 
eventually, the BF becomes the curve with just one peak. When 
scaled down, the curve becomes more “pronounced”. Most com-

monly, the task is to classify a cluster. It was found that the features 
that can be used to identify the type of the regular clusters are the 
most significant complex Fourier coefficients and the frequency of 
the harmonics.

The sensitivity of image recognition depends on the methods 
of the mapping of the cluster onto the boundary of the SpotLight. 
It was found that using the 3D fundamental solutions (1/r) of the 
Laplace equation provides higher boundary function sensitivity to 
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the affine transformations than the corresponding 2D fundamen-
tal solution, ln(r). Some other RBF functions can be used efficient-
ly, as well. For example, the Gaussian RBF with a zero mean value 
and a given standard deviation, sigma, was experimented with, 
as well. The mapping is characterized with the following specific 
Spotlight function using DM_data of (10):

SL = exp(-DM_data.* DM_data ./sigma); - (16)

In experiments with different regular clusters it produces the 
results similar to other mapping functions but more controlla-
ble by using sigma as a parameter. Most of the experiments here 
were provided for singly connected clusters (with no holes). Also, 
an algorithm was developed for analyzing the regions with thin 
borders – that is, essentially, the cases of multiply connected clus-
ters with one large hole. The analysis of singly connected clusters 
using their thin borders would require less calculations in map-
ping the cluster’s pixels onto the boundary of the SpotLight. The 
scanning of a black-white images, in such cases, needs to follow 

the scan lines only until the pixel value has changed from 0 to 1 
and vice versa. The Active_Vector in [12] becomes smaller, thus 
the computing Boundary_Function = SL*Active_Vector; as in [13], 
has 1D complexity instead of 2D. It was shown that this method of 
mapping provides the same identification features as in the analy-
sis of the full body (Figure 8). Other investigated cases of mapping 
the pixels, Active_Vector, onto the SpotLight boundary were the 
ones based on using the MIN(R) and MAX(R) mapping functions. 
The specific function, SL, associates each point, P, on the Spotlight 
boundary with the points on the radius to P. The mapping of the 
cluster onto the boundary is based on finding the minimum/max-
imum distance of the cluster’s pixels to each point on the border 
It is a computationally efficient method. Its testing showed results 
very similar to other investigated methods concerning the convex 
regions. The MIN(R ) vs. MAX( R ) is preferable since it does not 
produce the additional harmonics in the boundary function (the 
MIN(R) produces a smoother boundary function) (Figure 9).

Figure 8(a,b): An effect of a thin border. The images and their boundary functions are shown (a) Thin border: periodic function; spectral 
power (f=4) =0.293; (b) Simply connected image: periodic function; spectral power (f=4) =0.0654.
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Figure 9(a,b): Using (a) MIN(R) and (b) MAX(R) mapping functions for a cluster shown on Figure 8 (b).

c) Capturing an object of saccadic search

As it was found in the experiments described above the sensi-
tivity of the boundary function to the shape of the body inside the 
SpotLight depends on the body’s position. The body can be adjust-
ed inside the circle as part of the saccadic search.

i. Symmetrical position: Close up. To expose the shape 
of the figure (cluster), it is preferable to get it positioned sym-
metrically, close to the center. The cases given in the Appendices 
illustrate this effect. 2.Capturing a saccadic object. Step 2. Close 
up: Focusing on the found object (captured as the result of sac-
cadic movement): The saccadic area is preferable to be minimized 
around the object.

ii. Minimizing the area of a captured object. Step

iii. Close up: Using thin border (minimized calculations) 
provides the same fearures as the full body; it also can allow to 
analyze multiply connected polygons.

The analysis described here concerned mostly with the con-
vex shapes and the simply connected domains, although some of 
the results can be applied to the clusters with the holes and more 
separated clusters.

D. Clusters of arbitrary (irregular) shapes in pictures

Here we consider the task of segmentation and recognition 
of clusters (separable objects) inside the 2D images by using the 
BFM. The task arises in many applications, most typically in rela-
tion with the self-driving and self-controlled driving machines, ro-
botics and other automatic control systems. The overall approach 
is based on “throwing light” on different parts of the image until 
the content of the SpotLight prompts the possible existence of a 
cluster of pixels belonging to the object of interest. The found clus-
ter of the pixels may belong to a specific, recognizable object in the 
driving context (such as street objects: cars, pedestrians, building, 
etc.). The cluster is mapped onto the boundary of the SpotLight 
and the calculated boundary function is analyzed to identify the 
object represented by the original set of pixels.

i. Data

Segmented images from the Google Open Images dataset were 
used. The dataset has 600 classes. Of those the four were used rel-
evant to autonomous driving: man, wheel, traffic light, and traffic 
sign. The number of samples for each object was limited to 1000, 
so the entire dataset consists of 4000 images evenly split among 
four classes of the objects. The sizes of the images can be large so 
for the experiments they were resized 500x500 pixels or to the 
half of their original resolution. It was found that minimal differ-
ence in the results as compared to using the original size of the 
image.

ii. Calculation of the boundary function

A circular boundary around the object was created using ap-
propriate OpenCV functions. The entire image was inscribed with-
in a circle by taking the center of the image and using that as the 
center of the circular SpotLight. Then the boundary function was 
calculated by using all the points inside the object. Different map-
ping functions were used as it was investigated earlier.

iii. Classification

Four different classifiers were used: KNN, SVM, CNN, and 
LSTM. Also, four methods of feature extraction were investigated: 
(a) information taken from peaks and valleys, (2) Fourier Trans-
form, (3) Short-Time Fourier Transform, and (4) Wavelets. The 
only features that performed well were those using the boundary 
function as-is and Fourier Transform. The used deep learning clas-
sifiers used, such as CNN and LSTM, were found not very efficient 
when relatively small datasets were used while other methods 
listed above perform well even with a small dataset for training. 
The grayscale images of segmented objects were used. By just ex-
amining the scene shown on Figure 10, two examples of the Car 
images from the dataset can be found. Both have extremely dif-
ferent shapes so it will lead to very different boundary functions. 
The similar examples exist for all classes in the Open Images data-
set being found. To eliminate these difficulties it was decided to 
manually select “good” images and classes that will have differ-
ent shapes. For example, the classification of the objects of only 
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two classes such as Man and Traffic Lights it becomes possible to 
achieve the accuracy above 77%. The LSTM model was investigat-
ed for an LSTM layer with 128 hidden units and a dropout rate of 
.4, followed by a dense layer with 128 connections, another drop-
out layer with rate of .4, and lastly a SoftMax layer for classifica-
tion. The CNN model had three convolutional layers of 32, 64, and 
128 filters and each was followed by a batch normalization and 
dropout layer. The dropout layer had a dropout rate of .4. Lastly, 
it had a dense layer of 128 connections which was followed by a 

soft max layer. Different variations of both models were tested out 
with multiple sets of hyper-parameters, but significant improve-
ment was possible to achieve by using the larger and more coher-
ent dataset.

The sufficient accuracy was confirmed for some carefully se-
lected classes of objects of irregular shapes.

Another approach suggested in the course of this work was 
based on increasing the size of the dataset used.

Figure 10: An example of a segmented image from where the clusters (colored images) were taken. The grayscale images of segmented 
objects were used.

Figure 11: Contour images extracted from the cluttered pictures [10].

The sufficient sizes of the datasets assure that the majority 
of the images will have a similar shape and images with indistin-
guishable shapes will get ignored. Eventually, a specific dataset 
[CDATESET] was evaluated that provides the boundaries of a few 
different objects like shown in Figure 11. The images were en-
closed within a circle and the boundary function for all the pixels 
of non-zero values was calculated. A 70/30 randomized split be-
tween training and test data were used in training and testing. The 

accuracy around 88-89% was observed using the KNN and SVM 
methods.

iv. Conclusion

An effective method of using the BFM technique should in-
clude the cleaning procedure inside the SpotLight. The techniques 
such as different forms of pixel annotations are useful. The subject 
of the study: Can the BFM be useful in selecting the contours or 
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the segmentation of the given objects? The MIN( R ) and MAX( R ) 
mapping functions can be successfully used in extracting most of 
the external contours of the objects such as the models in Figure 
11. By selecting the color channel specific for the object to be seg-
mented, it becomes possible to extract the outbound contour and 
mapped them onto the boundary.

E. Irregular Shapes in bio-medical images – Covid19 
XRays

i. The Task

The experimental study of the BFM method was also applied to 
the Covid19 X-Rays of lungs. The analysis is based on the datasets 
and software presented by Kaggle [ ]. (Figure 12 & 13) In studies 

of the Lung X-Rays with the purpose of Covid diagnostics, different 
methods of deep learning were proposed. The most appropriate 
results were obtained by using the CNN models. The input of such 
models has a very significant size (up to 106 real numbered pix-
els) which impedes the efficiency of analysis. Motivation. Unlike 
the CNN, the BFM method based on the applying a SpotLight and 
calculating its boundary function is expected to lead to a more ef-
ficient solution. The specifics of these biomedical tasks relates to 
the fact that in this case, we have an object of analysis which uses 
a real number field (grayscale image) under a SpotLight which 
can be applied to different parts of the XRay image. (Until now, in 
discussion of the regular and arbitrary clusters we considered the 
ones of the uniform, mostly binary field.)

Figure 12: SARS-CoV-2, is a contagious respiratory virus.

Figure 13: Examples of the Lung X-Rays taken in normal and covid cases.

The technique of applying the BFM is no different from pre-
viously considered cases: a circular spot (a probe) with a given 
center and radius Ω= [C, R] is placed onto some parts of the X-Ray 
image. The surrounding circular boundary is used to construct the 
Specific Boundary Function the same way as what was used ear-
lier. All the pixels inside the circular spot are to be identified to 
calculate the distance matrix between the internal points and the 

boundary points. Then, the specific BFM function is constructed. 
In the experiments here, what was mostly used is a fundamental 
solution of the 3D Laplace equation – a reciprocal of the distance 
matrix. A vector of the image’s pixel intensities belonging to the 
set of internal SpotLight locations is multiplied by the distance 
matrix to produce the boundary function.
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This research started with investigation of the method’s me-
ta-parameters such as:

C – X, Y coordinates of the SpotLight center,

R – the radius of the SpotLight probe (the external radius),

r – the internal radius of the area where internal points are 
calculated: r < R,

N – the number of the boundary points where the boundary 
function is calculated (Figure 14).

Figure 14: (Left) The SpotLight imposed on the Lung X-Ray image; (Right) The SpotLight blown up: r is the max radius of the probe (in 
yellow) where the pixels are taken from; R is the max radius of red circumference on which the Boundary function is calculated.

ii. The Method and Implementation

Based on the above description, the following method of the 
repetitive implementation is used.

1. Place a circular spot on the selected X-Ray: set up C and 
r randomly or by selecting them from a given list of the signifi-
cant elements of the X-rays (such as a specific lung lobe and its 
section),

2. Position a circular boundary R around the spot with a 
given gap δ (between yellow area and the red border): R= r + δ,

3. Set up a specific Boundary Function

4. Calculate the Boundary Function (BF)

5. Add calculated BF to the dataset Repeat 1-5 a given num-
ber of iterations.

The main phase of the algorithm is to collect data for the train-
ing and testing datasets. To extend the pool of samples we can con-
sider using the same image for more than one probe. An important 
feature of this implementation is a relatively low number of X-Ray 
samples needed for collecting sufficient amount of data for train-
ing and verification which is important in implementation of deep 
learning algorithms. It is due to BFM Augmentation – the ability of 
the BFM to use the same X-Ray image for gathering information 
from many different parts of the lungs by applying the SpotLights 
multiple times to randomly selected areas of the same image. The 

implementation of this approach included some geometric adjust-
ment by checking the boundaries of the picture. It should be ad-
justed to the dimensions of the image (Xmax, Ymax) by using the 
linear scaling such as (a*Xmax ) with 0 < a, b < 1 for all or most of 
the X-Rays.

iii. Implementation: Example of the code for Boundary 
function calculation and plotting

The processing was implemented in Python by using Jupiter 
Notebooks.

# Distance matrix between the image points in the circular 
probe and the external circular boundary

DM_Distance = DistanceMatrix_cpu((Circ_Bound_x), (Circ_
Bound_y), (In_CircleX), (In_CircleY));

Kernel1 = 1 ./ DM_Distance # Selected Specific Function

# Create ImageSample (Vector of the image intensity in the 
points # belonging to the circular probe)

ImageSample = [] PointsInside = len(In_CircleX) for i in 
range(PointsInside):

x = In_CircleX[i] y = In_CircleY[i]

ImageSample.append(img[x,y])

BoundaryFunction = normalize(np.dot(Kernel1, ImageSam-
ple)) print(BoundaryFunction)
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plt.suptitle(“Boundary Function: covid_images[1]”)

# plt.plot(BoundaryFunction,’ro’) plt.ylabel(‘Boundary Value’) 
plt.title(‘r8 R13 N1000 (228,100)’

iv. Examples of Experimental Results

Below are a few results obtained by applying the BFM to the 
experimental dataset published by Kaggle on this web- site:

DATASET_DIR=”../input/covid-19-x-ray-10000images/data-
set”

a. Normal lungs (no COVID)

The following example illustrates the case see Figure 15. The 
significant meta-parameters include here r = 40, R = 45,

the number N = 1000 of boundary points where the BF is cal-
culated and the center of the spot (120, 600).

Figure 15(a-d): The No Covid lungs: a: The X-Ray image with a SpotLight; b: the Boundary function calculated in N=1000 equidistant points 
on the boundary; c: and d: illustrate the effect of relocating the center of the spot (1300, 800), changes of the parameters of the spot (r=10, 
R=15) and the density of the boundary points (N=100, 1000).
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b. Lungs affected with COVID

The similar experiments with the COVID X-rays are presented in (Figure 16).

Figure 16(a-f): The Covid lungs: a: The X-Ray image with a SpotLight of a larger size; b: BF for case a:; c: The X-Ray image with a 
SpotLight of a smaller size; d: BF for case c:; e: Probe located outside the image; f: BF for case e:

c. Classification: COVID vs. Normal

To summarize, we list here the major steps leading to the clas-
sification procedure:

i. Randomly impose circular SpotLights [C, R, r] on the 
X-Ray images

ii. Calculate a specific Spotlight function, SL, by choosing 
one of the mapping functions; the reciprocal distance matrix was 
mostly used here

iii. Map the image inside the circular spot of radius r onto 
the R-circumference to produce the Boundary_Function (see [13])

iv. Features used in classification are extracted from Bound-
ary_Function. The features are calculated by using different func-
tionals such as an integral over circumference, the mean value, the 
number of peaks, the FFT, and others.

v. Some other features characterizing the overall clusters 
within the SpotLight are used for classification, such as a cluster’s 
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mass, its density, the cluster’s statistic momenta, etc.

These features are important elements of the analysis that can 
be taken into account by human radiologists.

The training should accommodate for the artifacts and the ir-
relevant images.

d. Datasets

Different datasets and training models are considered in this 
analysis such as those published here:

https://www.kaggle.com/praveengovi/coronahack-chest- 
xraydataset/kernels. Some pretrained models and predictions 

are presented for these models: https://www.kaggle.com/digvi-
jayyadav/pretrained- models-and-predictions A typical dataset is 
a table consisting of 5910 rows with columns corresponding to 
the following classes: Pneumonia with two subclasses for Bacteria 
and Virus, as well as Normal, and Covid-19.

e. Training with CNN

One of the methods used in this training was suggested in the 
original Kaggle publication. The method was based on the Convo-
lutional Neural Networks (CNN Deep Learning algorithm). Figure 
17 shows the training epochs’ losses and accuracy. These results 
illustrate the convergence, albeit unstable, of the CNN training 
process.

Figure 17: Convolutional Neural Network. Total params: 633 (training), 435 (validation) The training results:
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f. Training with KNN and SVM

In the training experiments based on the BFM approach, the 
following limited set of data was considered:

Two groups of images as Normal and COVID. Up to 200 cases 
of each of the two selected. The images resized to 600 by 600 pix-
els in grayscale. meaning that a real number (600 by 600) matrix 
is to be used.

The Normal and COVID datasets have been obtained from the 
small sets of data of only 935 normal and 65 covid images. The 
BFM approach allows to effectively use such small sets of data due 
to the method of BFM augmentation mentioned above.

The following code of the KNN and SVM was used:

from sklearn.neighbors import KNeighborsClassifier

neigh = KNeighborsClassifier(n_neighbors=2) neigh.fit(np.
nan_to_num(train_x), train_y) pred_i = neigh.predict(np.nan_to_
num(test_x)) neigh.score(np.nan_to_num(test_x), test_y)

train_x, train_y, test_x, test_y are the tuples

which store the data in ().

train_x : outputs all 554 samples each with 1000 points

train_x[0]: outputs all points on first curve

train_x[0][1]: outputs a single point on first curve

train_y: outputs all labels (0 or 1) –

g. Training results

Both the KNN and SVM methods showed high accuracy which 
reaches 98% in most experiments. The normalization of each class 
by the L2 norm was used in all these cases, so the normalization 
can be considered a significant factor contributing to such results. 
It is worth of mentioning that the visual inspection of the bound-
ary functions and their extracted features for both Normal and 
Covid cases does not seem to be very conclusive – the images for 
the both cases look almost indistinct. However, the KNN and SVM 
algorithms as they’ve been used in this small batch of experiments 
showed the high power of recognition. More tests will be needed 
to prove this conclusion which is, as of now, assumed to be pre-
liminary.

Conclusion

Many tasks of image recognition and computer vision can be 
interpreted in the context of automation of the human sight. The 
physiology of the human sight is based on the saccadic discovery 
of different parts of the image. The premise of the proposed here 
Boundary Function Method for computer image recognition is the 
assumption that the image processing can be efficiently imple-
mented in a step-by-step discovery of the content of circular spots 
imposed on the image. The core of the BFM is an analysis and esti-
mate of the content of a circular area – a spot of light “thrown” onto 

an image, - by mapping the inside elements on the spot boundary. 
It was shown that the BFM is efficient in extracting the features/
shapes of the clusters as subject of classification classification. 
Different methods of mapping of the image onto the boundary 
were described and analyzed here. Among them are the methods 
of Fundamental solutions of the Laplace operator, Radial Base 
functions, Gaussian models, and others. The boundary functions 
are analyzed to extract the cluster’s features. The extraction of the 
features is performed by FFT, wavelet analysis, and other analyt-
ical methods applied to the boundary function. Our experiments 
have showed that the one-dimensional, boundary function’s rep-
resentation of the cluster inside the circular spot can be efficiently 
used for interpretation of some regular geometric figures. This 
can be considered as a phase of discovery of preconceived geom-
etry. The irregular shapes inside the spot produce the boundary 
functions that were subjected to classification. This is the phase 
of segmentation and recognition of clusters inside the 2D imag-
es. The features extracted from the boundary function are used in 
the classification performed by such methods, as KNN, SVM, CNN, 
LSTM, and other learning techniques including the Deep Learning 
methods. In this report, only a couple of applications were con-
sidered as a proof of concept. More analysis and experimentation 
should follow.
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Appendix 1. Fundamentals of the BFM - Saccadic 
Model and Conceptual Philisofy

The Boundary Function Method (BFM) discussed here is as-
sumed to be used for off-line identification and classification of 
clusters. It can also be used in real-time tasks of computer vision 
and image recognition.

In such cases, BFM provides the means to identify and inter-
pret objects in the view field of the image capturing devices. The 
intent here is to replicate the human ability of such actions as (a) 
scanning the surrounding space, (b) selecting the objects identi-
fied as requiring more specific attention and, finally, (c) applying 
human consciousness to its interpretation. In our representation 
of this process, the “light beam” of human’s attention/consider-
ation is a key paradigm. The processing of the image does not oc-
cur simultaneously for the whole scene – instead, a “light beam” of 
attention is scanning randomly the scene and assessing its “Spot-
light” to evaluate the importance of the “illuminated” object. The 
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spot identified as “attractor” becomes a subject of interpretation. 
These actions occur as a stochastic process. In the human vision 
physiology, it is known as saccadic motion that follows the slow, 
nystagmus, actions. In the BFM implementation, the significance 
of the 2D object probed in the Spotlight is estimated as the 1D 
metrics (boundary function) applied to the circumference of the 
spotlight. The analysis of the boundary function may lead to con-
clusion that the spotlighted object has a preconceived geometry. 
If this object is worth of more specific attention, the process of 
its interpretation (classification) may follow. The above features 
of the BFM are different of what is laid in foundation of the most 
advanced and efficient methods of image recognition. The main 
premise of the clusters segmentation as presented in the first pub-
lication on the popular method of YOLO (“You Only Look Once”) 
[6] has been stated as follows: “Humans glance at an image and 
instantly know what objects are in the image, where they are, 
and how they interact. The human visual system is fast and accu-
rate, allowing us to perform complex tasks like driving with little 
conscious thought. Fast, accurate algorithms for object detection 
would allow computers to drive cars without specialized sensors, 
enable assistive devices to convey real- time scene information to 
human users, and unlock the potential for general purpose, re-
sponsive robotic systems.”

However, the vision system of a human applied to, for exam-
ple, driving a car, does not perceive and process all the objects in 
the vision field at once. It starts with the saccadic movements. The 
human vision system disregards all irrelevant details. Instead, it 
relies on a specific sequence of fixation points thus processing 
only a small fraction of all the potential objects of interest that 
would need to be analyzed at the highest resolution. In the analy-
sis leading to the definition of the BFM, we attempted to follow the 
natural ability of human vision apparatus to scan and perceive the 
objects to perform their detection and recognition (classification). 
The premise of this paper’s analysis is the assumption that it is not 
natural – as far as it goes with the humans – to analyze every part 
of a presented picture. The very rough estimate of different parts 

attracted the attention is followed by concentrating on some more 
important elements of the presented visual information. Thus, the 
whole process of segmentation and classification takes much less 
information than the processing of the full visual information. This 
may lead to increased productivity and accuracy of the whole pro-
cess of image segmentation and identification.

The concepts of BFM as a saccadic model

In the context of the BFM considered here, the saccadic pro-
cess can be illustrated as follows.

How do humans recognize the images? The human vision ap-
paratus scans the image to find the area where attention would 
be attracted for more specific analysis. For example, only specific 
areas of a web page looked at by the user draw the most attention 
on average as the following eye tracking observation examples on 
Figure 18 illustrate (Tulis [35]). Eye tracking experiments show 
that the phase of irregular scanning is followed by the phase of 
drawing humans’ fixation. A similar approach underscoring the se-
lection of a notable point is suggested in the method of annotation 
and segmentation [14]. The approach presented there emphasizes 
the importance of selecting and supervision of the point of view 
in semantic segmentation. The mechanism of vision and mental 
activities in the brain have been a research subject for many appli-
cations (see, for example, [16] & [17]). Two stages are identified 
in vision: (a) physical reception of stimuli and (b) processing and 
interpretation of stimuli. These two stages are implemented in the 
form of short stops and quick saccades. The physical reception is 
about receiving light and transforming it into electrical energy as 
light reflects from objects. In the BFM interpretation, this process 
relates to the gathering of the “cluster’s energy” by calculating the 
boundary related functional norm corresponding to the pixelated 
image inside the Spotlight. The processing and interpretation of 
stimuli in human vision occurs by using rods for low light vision 
and cones for the color vision to collect and pass the information 
to the occipital lobe in the brain where the visual cortex is located.

Figure 18: Eye tracking of a human viewing the images on the computer screen.
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In the BFM, the “energy functional” calculated on the bound-
ary of the Spotlight is subjected to the utility (such as, the FFT) 
for extracting the features and their interpretation to obtain the 
primary geometrical information. These “energy” features, then, 
are used for more specific recognition / classification. In Table 1, 
a list of the parameters important in the saccadic model of vision 

is given [17]. Implementation of the BFM can be improved by tak-
ing into account many features used in the human saccadic vision 
such as size and depth (variation in pixel resolution), brightness of 
the image (pixel’s numerical sensitivity), color (using multichan-
nel image representation), image movement (introducing the dy-
namic properties of the image).

Table 1: Parameters assumed for interpretation of the signal in the saccadic viewing.

Size and depth:

visual angle indicates how much of view object occupies (relates to size and distance from eye); visual acuity is ability to perceive detail (limited); fa-
miliar objects perceived as constant size (in spite of changes in visual angle when far away); cues like overlapping help perception of size and depth

Brightness:

subjective reaction to levels of light affected by luminance of object measured by just noticeable difference visual acuity increases with luminance 
and flicker

Color:

made up of hue, intensity, saturation cones sensitive to color wavelengths blue acuity is lowest

The visual system compensates for:

movement

changes in luminance

ambiguity

optical illusions

Transcedental idealism: the Kantian model of human sense 

and perception

On the abstract level of representation, the BFM saccadic mod-
el can be interpreted in the philosophical terms of the transcen-
dental philosophy – the philosophical school created by Immanuel 
Kant and defined in his Critique of Pure Reason [34]. The follow-
ing simple illustration of some elements of the saccadic BFM in the 
context of the Kantian philosophy is not to claim, by any means, 
certain significance of such interpretation – the philosophical can-
vas, simply, seems to be a convenient form of summarization of the 
discussed technique. In the abstract modeling of the real world as 
a subject of observation and interpretation by a human viewer, the 
concept of thing-in-itself (Ding an sich) plays the key role in the 

Kantian model of the world.

Things-in-themselves would be the objects as they exist inde-
pendently of observation by the viewer surrounded by the things 
of known and unknown nature. Among many objects surrounding 
the observer’s location point only those of observation can be con-
sidered. This approach leads Kant to establishment of the concept 
of noumenon, or the object of inquiry, as opposed to phenome-
non, its manifestation. The principles of the Kant’s noumenon / 
phenomenon dualism can be illustrated [33] in the context of the 
saccadic BFM interpretation.

1. Human sense and perception are like a light beam the humans 
are equipped with to uncover the things existing around the 
viewer (Figure 19).

Figure 19: Human sense and perception are like a light beam the humans are equipped with to uncover the things existing around the 
viewer.
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2. All the objects surrounding the human viewer are noumena 
since they are considered to be the objects of inquiry – they 
are unknown until been discovered (Figure 20).

3. In the Kant’s model, humans are “equipped” with” a priori 
knowledge” about space-time fundamentals and basic forms 
of objects.[In the BFM context, the known simple geometric 
figures are expected to be found inside the spotlights (Figure 
21).

4. When the human consciousness enlightens a noumenon of 
interest, its discovery leads to its manifestation as the phe-
nomenon (Figure 22).

5. A discovered phenomenon as an image is presented with suf-
ficient uncertainty until its interpretation is complete. What 
is the category the discovered object belongs to? (Figure 23).

6. Which class of phenomena does this object belong to? After 
completing the process of classification using the predefined 

or empirically constructed classes the appropriate identifica-
tion is completed (Figure 24).

Thus, the BFM implementation can be interpreted, albeit in 
the primitive way, in the context of the Kantian transcendental 
philosophy.

This philosophical framework, at its simplest, is “sentience or 
awareness of internal or external existence”; it provides the refer-
ences to the analogous elements of the BFM:

i. Place a consciousness beam of light (creating a spotlight);

ii. Discover an object, a noumenon, inside the spot (attempting 
to recognize a preconceived geometry);

iii. Identify the noumenon as a known phenomenon (the process 
of image segmentation);

iv. Finding the known categories closest to the identified image 
(classification of phenomena).

Figure 20: All the objects surrounding the human viewer are noumena since they are considered to be objects of inquiry they are unknown 
until been discovered.
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Figure 21: In the Kant’s model, humans are “equipped” with” a priori knowledge” about space-time fundamentals and basic forms of objects.

[In the BFM context, the known simple geometric figures are expected to be found inside the spotlights.]

Figure 22: When the human consciousness enlightens a noumenon of interest, its discovery leads to its manifestation as the phenomenon.

Figure 23: A discovered phenomenon as an image is presented with sufficient uncertainty until its interpretation is complete. What is the 
category the discovered object belongs to?
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Figure 24: Which class of phenomena does this object belong to? After completing the process of classification using the predefined or 
empirically constructed classes the appropriate identification is completed.

                  Yes, it is likely to be a cat!

APPENDIX 2. EXPERIMENTAL RESULTS: 
REGULAR CLUSTERS

In this section, some experimental results concerning the reg-

ular shapes are given in addition to Fig. 2 - 9 presented in Section 
V.A (Figure 25).

Figure 25: Pentagon symmetrically positioned.

Pentagon symmetrically positioned

A pentagon is populated with random (Gaussian distribution) 
set of pixels shown in red. All random points inside the domain are 
shown in green(Figure 26).

% Populate the circular domain with N_Points random (Gauss-

ian) points

N_Points = 25000;

Boundary function (calculated):

Also tested at N_Points = 50000.
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Figure 26: Boundary function (calculated).

Circle symmetrically located

The BF has a single period

Almost constant boundary function: (0.2046 to 0.2051) (Fig-
ure 27).

Figure 27: Circle symmetrically located.
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Figure 28: A smaller circle with R=0.2

A smaller circle with R=0.2

Also a single period boundary function.

Almost constant and smaller (0.00787 to 0.00788) (Figure 28-
33).
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Figure 28: A smaller circle with R=0.2

Figure 29: Triangle.
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Figure 30: Triangle rotated.

Figure 31: Square.

Figure 32: Square (rotated).
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Figure 33: Pentagon (rotated) (Fundamental solution: 1/r).

Pentagon (rotated) (Fundamental solution: ln(/r) )

Fundamental solution ln(r) used in the 2D models is less sen-

sitive as compared with the one used in 3D: 1/r (Figure 34).

Figure 34: Pentagon (rotated) (Fundamental solution: ln(/r)).
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Fundamental solution: Gaussian RBF (exp(-r2/sigma)

More sensitive and selective than 1/r (Figure 35-36).

Figure 35: Fundamental solution: Gaussian RBF (exp(-r2/sigma)
More sensitive and selective than 1/r

Figure 36: Translated pentagon (Fundamental Solution 1/r).
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Rotated, scaled and translated pentagon

a) Case 1

 xv = 1.8*sin(L)’+0.1;

yv = 1.8*cos(L)’;

b) Case 2

xv = 1.9*sin(L)’+0.1;

yv = 1.9*cos(L)’; (Figure 37).

Figure 37(a,b): Rotated, scaled and translated pentagon.

Gaussian RBF – affine transformation

a) Pentagon symmetric

Translated pentagon

xv = sin(L)’+0.5

b) Translated pentagon

xv = sin(L)’+0.3:

c) Translated pentagon

xv = sin(L)’+0.1:

d) Rotated, scaled and translated pentagon

xv = 1.8*sin(L)’+0.1;

yv = 1.8*cos(L)’; (Figure 38).
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Figure 38(a-e): Gaussian RBF – affine transformation.
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Multiply connected sample body (square)

Sample body presented with its boundary (using scanline to 
extract boundaries, but not all the points inside). Model of an ex-
ample (a square) is presented here as a multiply connected body 
(“thin” border)

% Multiply connected sample body (square) (Figure 39)

xvv = cos(L); % CCW - external bound yvv = sin(L); % CCW 
- external bound xxv = 0.9*cos(L); % CW - internal bound yyv = 
-0.9*sin(L); % CW - internal bound(Figure 40)

xv = [xvv NaN xxv]’; yv = [yvv NaN yyv]’;

Fourier spectral characteristic:

FFT used with N = 100

meanvalue= 0.142; power(f=4)=0.293

Observed peak of FFT is at f = 4 and at a symmetric point f = 
N – 4 = 100 – 4 = 96

Comparison with fully filled body of square:

Findings:

Power [0.2961;0;0;0;0.0564]:

meanvalue= 0.2961; power(f=4)=0.0564.

Figure 39: Multiply connected sample body (square).
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Figure 40: Comparison with fully filled body of square.

Conclusion

Using thin border in constrating and analyzing the boundary 
function requires less calculations as compared with the solid 
body.But it provides the same fearures as in the case of the full 
body. Most significantly it is capable of recognizing the geometry 
of the inscribed regular body.

Minimum distance function:

In this case, the mapping of the inscribed body onto the 

boundary is based on calculation of the distance from a point on 
the border to such a point in the body which is located on the min-
imal distance from the border point (Figure 41).

Boundary_Values_Circle = mink(DM_data_Sample,1,2);

NormalizationFactor = mean(Boundary_Values_Circle);

Boundary_Values_Normalized = Boundary_Values_Circle ./ 
NormalizationFactor;

http://dx.doi.org/10.19080/ARR.2023.08.555739


How to cite this article:  Roman Tankelevich. A New Method of Clusters Definition Based on a Saccadic Model of Human Vision. Ann Rev Resear. 2023; 
8(3): 555739. DOI:10.19080/ARR.2023.08.555739

0034

Annals of Reviews and Research

Figure 41: Minimum distance function.

Maximum distance function:

In this case, the mapping of the inscribed body onto the 
boundary is based on calculation of the distance from a point on 
the border to such a point in the body which is located on the max-
imal distance from the border point (Figure 42).

Boundary_Values_Circle maxk(DM_data_Sample,1,2);

NormalizationFactor = mean(Boundary_Values_Circle);

Boundary_Values_Normalized = Boundary_Values_Circle ./ 
NormalizationFactor;
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Figure 42: Maximum distance function:

Conclusion 

maxk, mink, and other BFM methods

The experiments performed so far suggest that the BFM based 
on Minimum distance function seems to be the fastest and reli-
able: (Figure 43)

With mink() only points marked as ‘c*’ are used:

[Boundary_Values_Circle, I] = mink(DM_data_Sample,1,2);

XX = Internal_Points_Sample(I,1); YY = Internal_Points_Sam-
ple(I,2); plot(XX, YY,’c*’);

Figure 43: Conclusion: maxk, mink, and other BFM methods.

Appendix 3. Excerpts of Bfm Code for Analysis of 
X-Rays: The Kaggle Dataset

Jupiter Notebooks can be found here:

https://www.kaggle.com/romantank/covid-19-detection-
from-lung-x-rays-aea7df/edit https://www.kaggle.com/roman-

tank/starter-covid-19-patient-x-ray-image-ab33873a-1/edit

train_df = pd.read_csv(‘../input/coronahack-chest- xraydata-
set/Chest_xray_Corona_Metadata.csv’) valid_df = pd.read_csv(‘../
input/coronahack-chest- xraydataset/Chest_xray_Corona_data-
set_Summary.csv’)
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Only functions definitions how to run the files (to be com-
pared with the Boundary Function Method as in below).

The Current file:

https://www.kaggle.com/romantank/pretrained-mod-
els-and-predictions-df3f83/edit X-Ray images produced by MAT-
LAB code:

fig = plt.figure() print(fig)=>Figure(432x288)

<matplotlib.image.AxesImage at0x7f36af5b67b8> plt.im-
show(normal_images[0], cmap=’gray’) plt.imshow(covid_imag-
es[0], cmap=’gray’)

Data Macro-Settings:

X-RAY images in directory: “../input/covid-19-x-ray-10000-
images/dataset” There are 28 NORMAL and 70 COVID images

Normal dim’s: (1612, 1870) in response to print(normal_im-
ages[0].shape)

Covid dim’s: (842, 1024, 3)in response to print(covid_imag-
es[0].shape)

Each image by default has size (8.0”, 6.0”) [reports 432x288 
pixels (?)] Shown: NORMAL(0) NORMAL(20)

COVID(0) COVID(20) COVID(69)

The code to create images above:

import glob

import matplotlib.pyplot as plt import matplotlib.image as 
mpimg

%matplotlib inline

normal_images = []

for img_path in glob.glob(DATASET_DIR + ‘/normal/*’): nor-
mal_images.append(mpimg.imread(img_path))

print(len(normal_images)) print(normal_images[0]) 
print(normal_images[0].shape)

fig = plt.figure() print(fig) fig.suptitle(‘normal’)

plt.imshow(normal_images[0], cmap=’gray’)

covid_images = []

for img_path in glob.glob(DATASET_DIR + ‘/covid/*’): covid_
images.append(mpimg.imread(img_path))

print(len(covid_images)) print(covid_images[0].shape)

fig = plt.figure() print(fig)

fig.suptitle(‘covid’) plt.imshow(covid_images[0], cmap=’gray’) 
normal_images = []

for img_path in glob.glob(DATASET_DIR + ‘/normal/*’): nor-
mal_images.append(mpimg.imread(img_path))

fig = plt.figure() fig.suptitle(‘normal’)

plt.imshow(normal_images[0], cmap=’gray’)

circle1 = plt.Circle((1500, 800), 100, color=’yellow’) fig = plt.
gcf()

ax = fig.gca() ax.add_artist(circle1)

covid_images = []

for img_path in glob.glob(DATASET_DIR + ‘/normal/*’): covid_
images.append(mpimg.imread(img_path))

fig = plt.figure() fig.suptitle(‘covid’)

plt.imshow(normal_images[0], cmap=’gray’)

circle2 = plt.Circle((2000, 500), 100, color=’blue’) fig = plt.
gcf()

ax = fig.gca() ax.add_artist(circle2)

Circular Spots and Measurement Boundary (For Normal im-
age)

# Apply a circular probe (circle1) to the Normal Image

# with (Center_Normal_X, Center_Normal_Y) and radius Rad_
Normal # A concentric circumference (circle1_1) with a radius

# Rad_Normal + Delta_Normal is applied as a measurement 
boundary # (Delta_Normal: a gap between probe and boundary)

Center_Normal_X, Center_Normal_Y = 1400, 800

Rad_Normal = 100

Delta_Normal = 40

circle1 = plt.Circle((Center_Normal_X, Center_Normal_Y), 
Rad_Normal, color=’yellow’)

fig = plt.gcf() ax = fig.gca()

ax.add_artist(circle1)

circle1_1 = plt.Circle((Center_Normal_X, Center_Normal_Y), 
Rad_Normal + Delta_Normal, color=’red’, fill=False)

fig = plt.gcf() ax = fig.gca()

ax.add_artist(circle1_1)

In DistanceMatrix_cpu(boundary_x, boundary_y, internal_
points_x, internal_points_y):

Called from

DM_data_Sample = DistanceMatrix_cpu((Circ_Bound_x), (Circ_
Bound_y),(Circ_Bound_x), (Cir c_Bound_y));
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