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Abstract

This article aims to verify how a fuels distributor industry operates and plans forecast demand for gasoline and diesel, which are responsible for most of the operating losses. Through a case study, the findings suggest that the company has a shortage in this process, considering that does not use mathematical models and methods or specific systems in the industry to make decisions, based only on the opinion and advice of managers. The research results has shown that the application of known techniques of forecasting can bring some advantage to the organization, understanding that only knowledge and professional experience are factors that should not be worked out in a standardized manner. Its association with mathematical models and methods can improve the company's result.
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Introduction




Forecasting future demands is asignificantactivity for any economic sector. Market forecasting capabilities may be relevant to good business performance [1]. Although formal methods contribute to forecasting demand, many firms still rely on less formal forecasting methods [2]. In this sense, demand forecasting is the function that is the source of demand signal distortions [3]. The forecast function is alsoessential both for inventory management in industries [4] and for efficiency in [5], and for the parts marketing market [6].



Despite an old theme that develops at a certain speed, demand forecasting uses time-series analysis techniques. More recently, well-accepted academic production on demand forecasting has used methods such as neural networks [7-9]. However, with the correct updates, other more straightforward methods are still being studied, such as the moving average [10] and exponential smoothing [11], considered a classical method developed from the moving average [12].



The literature on demand forecasting, in general, presents some characteristics that do not help everyday practical situations of small companies. The studies in the area of demand forecasting indicate a strong orientation towards large markets, such as electric sector [13,14] and water sector [5]. Moreover, in a preliminary perspective, studies on themes such as moving average and exponential smoothing suggeststudies oriented towards the development of the method [15]. The literature is also indicating a predominance of the use of large sectors, such as energy [16] and capital markets [11] as sources of empirical data and cases analyzed.



The literature has already observed the study of forecast fuel demand [17], focusing on the domestic market. According to the authors, the prediction of fuel demand gets attention from the oil crisis in the 1970s and is the focus of environmental concerns and energy planning. Thus, adequate demand management by distributors has the potential to minimize general problems in inventory management. Also, it also assists in the financial planning of distributors.



In this vein, the objective of this article is to analyze the application of simple methods of forecasting demand for analysis of short historical series in a Brazilian fuel distributor. For this, a historical data survey was carried out with elements of case studies in a company in the countryside of the State of Sao Paulo. From the results, the two classic demand forecast models, the moving average, and the exponential smoothing were compared. Also, methods will be discussed in contrast to the intuitive prediction performed by the entrepreneur. Among the main contributions of the work.



Conceptual Background



The recent literature presents demand forecasting as the best estimation of future demand for companies, given a set of assumptions [18]. From what Song & colleagues [19] point to the electric sector, it can be said that the calculation of the demand forecast uses characteristics of the object of study, as well as data of time series, correlations between the demand of that sector and economic factors.




The recent studies suggest the concentration of the demand forecasting studies on broader areas, such as the electric sector [20,21]. The focusing on the electric sector includes studies on short-term valuation from aggregate demand [13], and medium and long-term using big data in an intelligent city [22]. Thus, the literature also focuses in the consumption [23], integration with industrial capacity [19], and household consumption forecast from a conditional density estimation [14], also articles involving various estimation methods [24].



Time-series analysis for demand forecasting uses several methods. With updates for types of analysis and various kind of variables involved, the literature still uses the classic models such as moving average and exponential smoothing. Upgrades of the moving average model, include the autoregressive moving average (ARMA), the periodic autoregressive moving average (PARMA), the adaptive ARMA model [20], among others.


Recent articles include the moving average as a method of analysis, such as Fingleton et al. [25] that used the spatial moving average associated with other ways in European Union unemployment data. Tang et al. [26] contributed to the development of the exponentially weighted adaptive moving average proposing a new control table. Strobel & Auer [27] demonstrated how the variable moving average (VMA) lost the explanatory capacity to predict changes in market prices in the US stock market. Dias and Kapetanios [10] used the autoregressive vector moving average (VARMA) in the study of macroeconomic data using large datasets.



Exponential smoothing, in turn, is a simple technique used to smooth and predict a time series without the need to fit a parametric model [28]. Also, exponential smoothing is assumed a simple and robust method for prediction [29] and in the early years of the past decade its use was expanding and becoming generalized [30].




The recent literature on demand forecasting using exponential smoothing has studies comparing several models, not only for exponential smoothing but also for moving average models [16], pointing out some limitations of the classical model. Other articles develop the method proposing a Myriad Sequential Smoothing model for the signal processing approach [31]	.	Also, exponential smoothing was used to develop an online programming method [15] and emission of solar irradiation
[32]	.




Materials and Methods



In this article, a methodology of mixed research was applied using quantitative and qualitative elements, allowing an improvement of the information [33]. For this, in the qualitative approach an exploratory research was conducted to providemore familiarity with the problem, allowing and facilitating the construction of hypotheses [34], followed by a case study, which according to Yin [35] is a research method that has a broad scope and the adequate approach to the collection and analysis of specific data.



In the quantitative approach, a simulation for the demand forecast, an object of the case study was carried out. Numerical methods analyze the simulation models and not by analytical methods. Analytical methods apply mathematical deductive reasoning to «solve» the model. In the case of Simulation models, which employ numerical methods, the models are «rotated», rather than solved [36]. The data was gathered through interviews conducted with the Director and the Operational Manager at meetings. Other data sources include documents provided by the managersand observation of the processes. The company in question is a petrochemical distributor of fuels and oil products, which operates in distribution in the state of Sao Paulo, acting more precisely in the interior of the state, southwest region. It has about 600 active clients and 2,500 registered clients, with 100% of its capital being national.



Through structured interviews and data collection and management system information, it was verified that in the first four months of 2016 the company had issues on the supply side. ThePetrobras (Petroleo Brasileiro S / A), the main (and practically sole) supplier of Diesel and Gasoline in Brazil, had difficulties in meeting the requests of the company, causing significant operational failures, in which the organization had its orders reduced in volume, causing disruptions to the attendance of its sales [37].



It was also identified that the forecast of demand in the company is made in a purely intuitive way, not using tools and methods proven effective. In this study, the focus will be only on the sales of common and additive S-500 Diesel, common S-10 diesel and additive and the common and additive Gasoline C.



Discussion



After analyzing the data and crossing it with the information provided in the interview with the operational manager, the most significant problem identified was that the company has its forecast of the demand made mainly by the knowledge and expectations of its managers, not using any system or mathematical method. It was then sought to present subsidies and demonstrate that organization should review its methodology, aiming at improvement and improvement of its forecasts.



In the first step, it was necessary to choose the model of the forecast of demand more appropriate to the organization, which model should encompass the given data amount and variables to provide the most reliable information and with the lowest possible error rate.Thus, it was needed to demonstrate the advantages of obtaining a forecast closer to reality, which can facilitate company planning in both financial and commercial aspects.The next step in the choice of the model is merely the monitoring and control of information.Because if the chosen model starts to show very high variations, with significant errors, it is evident that a reassessment will be necessary, even if it is possible to select another one model, or by reanalysis of data and information that may be causing such distortions.


Assuming that each group has its way of operating and acting, no unique forecasting model works for every market or company. In this sense, there are more coherent models with more suitable application to specific segments.What is needed is the understandingof the importance of proper planning, with integration between areas and particular attention to demand forecasting, as this information can mean the maintenance and solidity of a company, allowing the company became more competitive and prepared for the market and future actions that may occur without prior notice or preparation.



Ordinary small business organizations barely use demand- forecasting models; probably there is software for this purpose, the simple models for demand forecasting are suitable.In this sense, the chosen model is one of the more comfortable application, the Simple Moving Average (SMA). SMA is a model of clear understanding and use, and that allows practitioners to achieve results satisfactorily. The same is also recommended and used as an indicator in the graphical analysis of the stock exchange (BOVESPA), for example, helping in the study of currency fluctuations, futures contracts, stocks and so on. The basic formula for Simple Moving Average is:
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For which:



V= Values of each Period



n= Total number of periods considered



With each new period, the same is added to the sum of the numerator and the first period used is neglected. For the use of the simple moving average, one must define the number of periods that will be established as parameters for the forecasts. The higher the number of periods, the tendency is that the forecast has greater assertiveness, in this way, it was established that the calculation would be done following three different sample sizes. As the analysis will be monthly, the calculations were performed based on 3, 4 and 5 months. The table below shows the organization's sales data for the period from September 15 to September 16 (Table 1 & Figure 1).
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Figure 1:  Fuel Demand History Chart.






Table 1: Fuel demand history (panned X accomplished).
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It can be seen that the average error of the period considered for the Demand Forecast calculations, from 6 to 13, was 431m3 less. The relation of the data obtained through the figure of lines in 2 dimensions is visually verified, showing the great variation between the forecast estimated by the company in comparison to the volume sold. When entering the same data in a demand forecast model using the Simple Moving Average, we will obtain: (Table 2) 




Table 2:  Historical Demand with SMA.For which:
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Dt = Historical demand for a given period;


 Pt = Forecast for a given period



Error = Difference between the Effective Value of the Demand and the Forecast obtained. The line graph (Figure 2) shows the use of the SMA method and its results: 
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Figure 2:  Demand History Chart with SMA



 
The model based on the Simple Moving Average is useful as it shows the analysis of the tables and graphs. The worst result presented in the MMS was based on three periods, with an average error of 92m3, compared to the result obtained in the real situation of the organization, the MMS was four times lower than the real error. Thus, it is evident the need for the organization to implement a forecast model of demand.




The simple exponential smoothing method may be another alternative for forecasting demand. Its simplicity of application, ease of adjustment and good precision are justifications for its full use [34]. Its form consists in assigning different weights to each observed value in a time series, assigning higher weights to more recent values. Its mathematical formulation is presented as follows:
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The value of a is arbitrary, anditerativity is a way of defining which is the best value to use. The value of a that minimizes the mean of the errors can be used in the final model. In this case, values of 0.3, 0.5 and 0.8 were arbitrated. Another issue with this method is the initial estimate of the value of the last forecast. This calculation can do through a historical average of the available dataora subjective assignment can be done [34]. In the survey, the average of the available data was estimated and used as the factor of the last forecast (Table 3). 



Table 3:  Exponential smoothing historical demand.
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Figure 3:  Exponential smoothing demand forecasting.



 
Thus, the values of the exponential smoothing were calculated for the different attributions of a: Observing the results of the table, we can notice that the different values of a did not bring significant discrepancies in the mean errors of the forecast calculations, that is, any amount used may be appropriate to the model. Figure 3 assists in understanding the pattern established by smoothing.



It is noted that the results of simple exponential smoothing presented better adjustments than the simple moving average method, but the application of any of the methods could bring much more coherent and effective information to the distributor than simply using intuitivemethod, without mathematical bases.




Conclusion



The knowledge and the professional experience within a given field of activity cannot be disregarded. Nor can the importance and influence of managers in decision-making about demand forecasting be reduced. However, this article has demonstrated the importance of implementing systematic methods and mathematical models, even if simple, to make decisions related to demand forecasting. If the company under study had made use of a simple model, its operations could have been less impacted by prediction errors.



The results represent only a part of the variables necessary to calculate the real values of gain obtained, because with the application of the SMA the average would be negative and may cause supply disruptions to customers, generating losses difficult to measure, or even the company having to acquire the product of its competitors at much higher prices, only to avoid disruptions. However, with the use of a very simple method, it was evident the achievement of the objective of this work that was to highlight the possibility of a great operational and financial gain for the company.



To illustrate the possibility of monetary gains, considering only the period of the last 8 months operated by the company in comparison to the results obtained through the use of SMA (5 periods), the average monthly error fell from 431m3 to -59m3. Only considering the average operating cost of product maintenance (storage in tanks) that in this period was approximately US$3,06 per m3 (1USD = R$3,27), the company would have an approximate cost reduction of US$ 1.318.04 per month. As the data includes 2 products of different prices it is not possible to specify the exact amount of capital employed to purchase them, but could have varied from US$ 296.559,63 to R $ 415.183,48 since in the period the value of Diesel was approximately US$0,69 and Gasoline US$ 0,96 per liter.


A professional who is well-informed, attentive and with an excellent perception of market trends, can and should influence decision making, since such a professional can anticipate events without a history of occurrence, can perceive a change of market trend, that is, there are innumerable situations that may occur and that a system would not be able to predict, but preferably, it should do so with the support of a mathematical forecasting system / model.


Through the literary review it was realized that the forecast of demand is relevant for the better administration of materials, because with it occurs decrease of errors, consequently increasing the productivity and business gains. One of the limitations of this research is the use of only two models for the simulation of demand forecasting, which may distort the results somewhat. Suggestions for future studies consider the application of more robust methods such as Weighted Moving Average, since the method tendsto be more assertive because it treats and considersa greater number of factors, such as seasonality and other variables.
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