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			Introduction

			Integrating evidence from a single sensor over time is becoming more common due to the Internet of Things (IoT). In a typical embedded system a sensor is measuring a particular set of values over time.  Raw sensor data is often integrated over time using the Kalman filter. Some sensors, however, output classifications and probabilities over time rather than values that generate sequences of beliefs.  Integration of beliefs has tended to rely on approaches such as Bayes and Dempster-Shafer (D-S). While these methods are well founded for sensor fusion across multiple sensors, their adoption to integrating beliefs from single sources over time is not. There are many issues with using traditional probabilistic approaches, including: 

			i) They are order independent

			ii) They are not designed for dynamic environments

			iii) They are not well-suited for assignable errors in the sensor measurements.

			 All of these issues may cause significant evidential conflict and errors. We have been developing an alternate approach for sequential evidence accumulation that integrates the set theoretic nature of Dempster-Shafer theory with Kalman-based estimation.  This approach is motivated by traditional signal processing and human psychology. These models were shown effective and this paper will show how to implement forgetting which can be useful in dynamic settings when sensor drop-outs occur.  

			Human Like Reasoning Temporal Fusion  

			Powell, Roberts and Stampouli in [1]: “Existing belief function fusion methods tend to not take advantage of the 

temporal information and look at the situation at a single time step.” Farmer addressed the benefits of adopting a sensor fusion methodology based on human cognition in [2].  Hogarth and Einhorn [3] being the definitive model.  Their model is defined as [3]:
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			Where
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			and Sk is the current level of belief, Sk-1 is the belief at the last update, S(xk)  is the new evidence input into the system,   and α and β are weights [4]. The beliefs based Kalman estimator is defined by [2]:

			[image: ]  (3)

			Notice the structure of this equation parallels Hogarth and Einhorn in Equation (1) where the weights wk replace the Kalman gain, G(k). Notice how dramatically different this equation structure is from a traditional conditioning frameworks such as provided by Bayes with p2(A) = p1(A|E), where E is the new evidence or provided by D-S [5]:
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			where X, Y and Z are the elements of the power set  [image: ] of all the hypothesis options.

			In this new Kalman belief formulism the state vector is the complete set of D-S beliefs. The measurement vector is the incoming set of probability masses augmented with the mass of complete ignorance to prevent systems from converging too quickly in its beliefs [6]. Thus, the measurement vector for a 3-atomic beliefs problem is:

			    [image: ]  (5)

			The details for the calculation of the gain matrix, and the form of the measurement matrix are in [2]. 

			The prediction equation is [7]:
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			where xest(k) is the estimated state vector for the system at time k, and [image: ] is the state transition matrix describing the dynamics of the system.

			The state transition matrix is novel compared to that of dynamic systems where the underlying Newtonian dynamics is captured.  In the dynamic belief environments often encountered by sensors in an IoT setting, there is potentially a need for the system to forget its past beliefs.  Extended periods with no incoming evidence may require that the system assume a less committed set of beliefs, i.e. the system will forget its belief set over time.

			We propose a state transition matrix to support forgetting.  This is accomplished by flowing beliefs to higher cardinality belief sets that are more general hypotheses, and hence have forgotten details. It takes the following form:
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			where α is the preservation rate for the beliefs.

			Forgetting is not a processing function normally considered in developing artificially intelligent systems, however, Ricker, et al. demonstrated that short-term human visual memory recall rates reduce over time [6].  Likewise, many long-term human memory recall models also demonstrate recall decay [6]. This need for forgetting can arise due to changes in the environment or due events such as sensor dropouts, network loss, obscuration of the target in the environment, etc.

			Figure 1 shows how an initial set of evidence flows into higher cardinality sets and ultimately into the set of complete ignorance.  The rate of decay of beliefs can be tailored for the specific application by the decay rate.  As it approaches zero the system defaults non-forgetting.
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			Conclusion

			This paper provides a model for allowing artificially intelligent systems to forget, or relax, their beliefs.  Beliefs are advanced based on a Kalman filter formulism, and the state transition martrix is shown to be an effective mechanism for supporting forgetting.  Forgetting plays a critical role in human cognition.  Sensors embedded in distributed networks in dynamic environments can benefit from belief relaxation or forgetting.
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Figure 1: Behavior of belief forgetting over time using

preservation rate.






OEBPS/image/160929.png
1-a 1-a
0 1z 1-a 1-a
0

I-a 1-a
o
o
0

1-a 1-a
o
o
o
o
0

o
0
0
0
0
0

N
N






OEBPS/image/160897.png
m,@mz(z):lf”;zzm‘(X)MZ(Y)

2,0





OEBPS/image/160922.png
@ (k)





OEBPS/image/160879.png
Sy =Sy +w[s(x)-R]





OEBPS/image/RAEJ.jpg
Robotics & Automation
Engineering Journal





OEBPS/image/160916.png
Xy (K +1] k) = @ (k) (k)





OEBPS/image/Robotics-1.png
: Robotics & Automation
@ Engineering Journal

It 26772805





